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Chapter 4

Vector spaces and linear
maps

In the following, K always denotes a field. You may always think of K = R,
though almost everything is true also for other fields, like C or Fp where p is a
prime number.

4.6 Linear maps

Definition 4.1. Let U, V be vector spaces. A function A : U → V is called a
linear map (or linear function or linear operator) if for all x, y ∈ U and λ ∈ K
the following is true:

A(x+ y) = Ax+Ay, A(λx) = λAx. (4.1)

Remark 4.2. (i) Clearly, (4.1) is equivalent to

A(x+ λy) = Ax+ λAy

for all x, y ∈ U and λ ∈ K.

(ii) It follows immediately from the definition that

A(λ1v1 + · · ·+ λkvk) = λ1Av1 + · · ·+ λkAvk

for all v1, . . . , vk ∈ V and λ1, . . . , λk ∈ K.

(iii) The condition (4.1) says that a linear map respects the vector space struc-
tures of its domain and its target space.

Examples 4.3 (linear maps). (i) Every matrix A ∈M(m×n) can be iden-
tified with a linear map Rn → Rm.
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6 4.6. Linear maps

(ii) Differentiation is a linear map, for example

(a) T : C1(R)→ C(R), T f = f ′,
where C1(R) is the space of continuously differentiable functions.

(b) T : Pn → Pn−1, T f = f ′.

(iii) Integration is a linear map. For example:

I : C([0, 1])→ C([0, 1]), f 7→ If where (If)(t) =

∫ t

0

f(s) ds.

Lemma 4.4. If A is a linear map, then A0 = 0.

Proof. 0 = A0−A0 = A(0− 0) = A0.

Definition 4.5. Let A : U → V be a linear map.

(i) A is called injective (or one-to-one) if

x, y ∈ U, x 6= y =⇒ Ax 6= Ay.

(ii) A is called surjective if for all v ∈ V exists at least one x ∈ U such that
Ax = v.

(iii) A is called bijective if it is injective and surjective.

(iv) The kernel of A (or null space of A, espacio nulo de A) is

ker(A) := {x ∈ U : Ax = 0}.

Sometimes the notations N(A) or NA instead of ker(A) are used.

(v) The image of A (or range of A, imagen de A) is

Im(A) := {v ∈ V : y = Ax for some y ∈ U}.

Sometimes the notations Rg(A) or R(A) instead of Im(A) are used.

Remark 4.6. (i) Observe that ker(A) is a subset of U , Im(A) is a subset of
V . In Proposition 4.9 we will show that they are even subspaces.

(ii) It follows immediately from the definition that A is surjective if and only
if Im(A) = V .

(iii) Clearly, A is injective if and only if for all x, y ∈ U the following is true:

Ax = Ay =⇒ x = y.

(iv) If A is a linear injective map, then its inverse A−1 : Im(A)→ U exists and
is linear too.

Last Change: Mon Oct 24 15:20:02 COT 2016
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Chapter 4. Vector spaces and linear maps 7

The following lemma is very useful.

Lemma 4.7. A linear map A is injective if and only if ker(A) = {0}.

Proof. By Lemma 4.4, we always have 0 ∈ ker(A). Assume that A is injective,
then ker(A) cannot contain any other element, hence ker(A) = {0}.
Now assume that ker)(A) = {0} and let x, y ∈ U with Ax = Ay. By Remark 4.6
it is sufficient to show that x = y. By assumption, 0 = Ax − Ay = A(x − y),
hence x− y ∈ ker(A) = {0}. Therefore x− y = 0, which means that x = y.

Examples 4.8. (i) Let A ∈ M(m × n) with m < n. Then A cannot be
injective.

(ii) Let T : C1(R) → C(R), T f = f ′ the operator of differentiation from
Example 4.3. Then it is easy to see that the kernel of T consists exactly
of the constant functions and the T is surjective.

Proposition 4.9. Let A : U → V be a linear map. Then

(i) ker(A) is a subspace of U .

(ii) Im(A) is a subspace of V .

Proof. (i) Let x, y ∈ ker(A) and λ ∈ K. Then

A(x+ λy) = Ax+ λAy = 0 + λ0 = 0,

hence x+ λy ∈ ker(A).

(ii) Let v, w ∈ Im(A) and λ ∈ K. Then there exist Let x, y ∈ U such that
Ax = v and Ay = y. Then v + λw = Ax + λAy = A(x + λy) ∈ Im(A).
hence v + λw ∈ Im(A).

Since we now know that ker(A) and Im(A) are subspaces, the following definition
makes sense.

Definition 4.10. Let A : U → V be a linear map. We define

dim(ker(A)) = nullity of A, dim(Im(A)) = rank of A.

Sometimes the notations ν(A) = dim(ker(A)) and ρ(A) = dim(Im(A)) are used.

Proposition 4.11. Let U, V be K-vector spaces, A : U → V a linear map. Let
x1, . . . , xk ∈ U and set y1 := Ax1, . . . , yk := Axk. Then the following is true.

(i) If the x1, . . . , xk are linearly dependent, then y1, . . . , yk are linearly depen-
dent too.

(ii) If the y1, . . . , yk are linearly independent, then x1, . . . , xk are linearly in-
dependent too.

Last Change: Mon Oct 24 15:20:02 COT 2016
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8 4.6. Linear maps

(iii) Suppose additionally that A invertible. Then x1, . . . , xk are linearly inde-
pendent if and only if y1, . . . , yk are linearly independent.

Remark 4.12. In general the implication “If x1, . . . , xk are linearly indepen-
dent, then y1, . . . , yk are linearly independent.” is false.

Proof of Proposition 4.11. (i) Assume that x1, . . . , xk are linearly dependent.
Then there exist λ1, . . . , λk ∈ K such that λ1x1 + · · · + λkxk = 0 and at least
one λj 6= 0. But then

0 = A0 = A(λ1x1 + · · ·+ λkxk) = λ1Ax1 + · · ·+ λkAxk

= λ1y1 + · · ·+ λkyk,

hence y1, . . . , yk are linearly dependent.

(ii) follows directly from (i).

(iii) follows from (i) and (ii).

Theorem 4.13. Let U, V be finite-dimensional K-vector spaces and let A : U →
V a linear map. Moreover, let E : U → U , F : V → V be linear bijective maps.
Then the following is true:

(i) Im(A) = Im(AE), in particular dim(Im(A)) = dim(Im(AE)).

(ii) ker(AE) = E−1(ker(A)) and dim(ker(A)) = dim(ker(AE)).

(iii) ker(A) = ker(FA), in particular dim(ker(A)) = dim(ker(FA)).

(iv) Im(FA) = F (Im(A)) and dim(Im(A)) = dim(Im(FA)).

In summary we have

ker(FA) = ker(A), ker(AE) = E−1(ker(A)),

Im(FA) = F (Im(A)), Im(AE) = Im(A).
(4.2)

and

dim ker(A) = dim ker(FA) = dim ker(AE) = dim ker(FAE),

dim Im(A) = dim Im(FA) = dim Im(AE) = dim Im(FAE).
(4.3)

Remark 4.14. In general, ker(A) = ker(AE) and ker(A) = ker(FA) is false.
Take for example U = V = R2, A = ( 1 0

0 0 ) and E = F = ( 0 1
1 0 ). Then clearly

the hypotheses of the theorem are satisfied and

ker(A) = gen

{(
0
1

)}
, Im(A) = gen

{(
1
0

)}
,

Last Change: Mon Oct 24 15:20:02 COT 2016
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Chapter 4. Vector spaces and linear maps 9

but

ker(AE) = gen

{(
1
0

)}
, Im(FA) = gen

{(
0
1

)}
.

Remark 4.15. The theorem is also true for infinite dimensional vector spaces,
but the proofs of (ii) and (iv) must be changed a little bit.

Proof of Theorem 4.13. (i) Let v ∈ V . If v ∈ Im(A), then there exists x ∈ U
such that Ax = v. Set y = E−1x. Then v = Ax = AEE−1x = AEy ∈ Im(AE).
On the other hand, if v ∈ Im(AE), then there exists y ∈ U such that AEy = v.
Set x = E. Then v = AEy = Ax ∈ Im(A).

(ii) To show ker(AE) = E−1 ker(A) observe that

ker(AE) = {x ∈ U : Ex ∈ ker(A)} = {E−1u : u ∈ ker(A)} = E−1(ker(A)).

Now let k = dim(ker(A)) and ` = dim(ker(AE)).

Choose a basis u1, . . . , uk of ker(A) and set w1 := E−1u1, . . . , wk := E−1uk.
Then the u1, . . . , uk are linearly independent and for every j = 1, . . . , k we
have that AEwj = AE(E−1uj) = Auj = 0, hence all wj belong to ker(AE).
They are also linearly independent by Proposition 4.11, so we must have that
` = dim(ker(AE)) ≥ dim(ker(A)) = k.

Now choose a basis w1, . . . , wk of ker(AE) and set u1 := w1, . . . , uk := wk.
Then the w1, . . . , wk are linearly independent and for every j = 1, . . . , k we
have that Auj = AEE−1uj = AEwj = 0, hence all uj belong to ker(A).
They are also linearly independent by Proposition 4.11, so we must have that
k = dim(ker(A)) ≥ dim(ker(AE)) = `.

In conclusion, we found that ` ≥ k and k ≥ `, so we must have k = ` as we
wanted to prove.

(iii) Let x ∈ U . Then x ∈ ker(FA) if and only if FAx = 0. Since F is injective,
we know that ker(F ) = {0}, hence it follows that Ax = 0. But this is equivalent
to x ∈ ker(A).

(iv) To show Im(FA) = F Im(A) observe that

Im(FA) = {y ∈ V : y = FAx for some x ∈ U} = {Fv : v ∈ Im(A)}
= F (Im(A)),

Now let k = dim(ker(A)) and ` = dim(ker(AE)). In order to prove k = `, we
will show that ` ≥ k and k ≥ `.
Choose a basis v1, . . . , vk of Im(FA) and choose x1, . . . , xk ∈ U such that v1 =
FAx1, . . . , vk := FAxk. Set z1 := F−1v1, . . . , zk := F−1vk. Then for every
j = 1, . . . , k we have that zj = F−1vj = F−1FAxj = Axj ∈ Im(A), hence all
zj belong to Im(A). They are also linearly independent by Proposition 4.11
because the v1, . . . , vk are so. Therefore we must have that ` = dim(Im(A)) ≥
dim(Im(FA)) = k.

Last Change: Mon Oct 24 15:20:02 COT 2016



D
R
A
F
T

10 4.7. Matrices as linear maps

Now choose a basis z1, . . . , zk of Im(A) and choose x1, . . . , xk ∈ U such that z1 =
Ax1, . . . , zk := Axk. Set v1 := Fz1, . . . , vk := Fzk. Then for every j = 1, . . . , k
we have that vj = Fzj = FAxj =∈ Im(FA), hence all vj belong to Im(FA).
They are also linearly independent by Proposition 4.11 because the z1, . . . , zk
are so. Therefore we must have that k = dim(Im(FA)) ≥ dim(Im(A)) = `.

In conclusion, we found that ` ≥ k and k ≥ `, so we must have k = ` as we
wanted to prove.

4.7 Matrices as linear maps

Let ∈ M(m × n). We already know that we can view A as a linear map from
Rn to Rm. Hence ker(A) and Im(A) and the terms injectivity and surjectivity
are defined.

If we view the matrix A at the same time as a linear system of equations, then
we obtain the following.

Remark 4.16.

(i) ker(A) = all solutions of the homogeneous system A~x = ~0.

(ii) A is injective
⇐⇒ ker(A) = {0}
⇐⇒ the homogenous system A~x = ~0 has only the trivial solution ~x = ~0.

(iii) Im(A) = all vectors ~b such that the system A~x = ~b has a solution.

(iv) A is surjective
⇐⇒ Im(A) = Rm

⇐⇒ for every ~b ∈ Rm, the system A~x = ~b has at least one solution.

Definition 4.17. Let A ∈ M(m × n) and let ~c1, . . . ,~cn be the columns of A
and ~r1, . . . , ~rm be the rows of A. We define

(i) CA := gen{~c1, . . . ,~cm} =: column space of A.

(ii) RA := gen{~r1, . . . , ~rn} =: row space of A,

Observe that ~c1, . . . ,~cn ∈ Rm and ~r1, . . . , ~rm ∈ Rn.

It follows immediately from the definition above that

RA = CAt and CA = RAt . (4.4)

Proposition 4.18. CA = Im(A), RA = Im(At).

Last Change: Mon Oct 24 15:20:02 COT 2016
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Chapter 4. Vector spaces and linear maps 11

Proof. Let ~y ∈ Rm. Then:

~y ∈ Im(A) ⇐⇒ exists ~x ∈ Rn such that ~y = A~x = (~c1| . . . |~cn)

x1...
xn


= x1~c1 + . . . xn~cn

⇐⇒ ~y ∈ gen{~c1, . . . ,~cn} = CA.

This shows CA = Im(A). From this is follows that RA = CAt = Im(At).

The next theorem follows easily from the general theory in Section 4.6. We will
give another proof at the end of this section.

Proposition 4.19. Let A ∈ M(m × n), E ∈ M(n × n), F ∈ M(m ×m) and
assume that E and F are invertible. Then

(i) CA = CAE.

(ii) RA = RFA.

Proof. (i) Note that CA = Im(A) = Im(AE) = CAE , where in the first and
third equality we used Proposition 4.18, and in the second equality we
used Theorem 4.13.

(ii) Recall that, if F is invertible, then F t is invertible too. With (4.4) and
what we already proved in (i), we obtain RFA = C(FA)t = CAtF t = CAt =
RA.

This theorem implies immediately the following proposition.

Proposition 4.20. Let A,B ∈M(m× n).

(i) If A and B are row equivalent, then

dim(ker(A)) = dim(ker(B)), dim(Im(A)) = dim(Im(B)),

Im(At) = Im(Bt), RA = RB .

(ii) If A and B are column equivalent, then

dim(ker(A)) = dim(ker(B)), dim(Im(A)) = dim(Im(B)),

Im(A) = Im(B), CA = CB .

Proof. We will only prove (i). The claim (ii) can be proved similar (or can be
deduced easily from (i) by applying (i) to the transposed matrices). If A and A
are row equivalent, then there are elementary matrices F1, . . . , Fk ∈M(m×m)
such that A = F1 . . . FkB. Not that all Fj are invertible. Let F := F1 . . . Fk.
Then F is invertible and A = FB. Hence all the claims in (i) follow from
Theorem 4.13 and Proposition 4.19.

Last Change: Mon Oct 24 15:20:02 COT 2016
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12 4.7. Matrices as linear maps

The proposition above is very useful to calculate the kernel of a matrix A: Let
Ã be the reduced row-echelon form of A. Then the proposition can be applied
to A and Ã (for B), and we find that ker(A) = ker(Ã). Note that determining
the kernel of a matrix in reduces row-echelon form is in general very easy.
Now we will prove to technical lemmas.

Lemma 4.21. Let A ∈ M(m × n). Then there exist elementary matrices
E1, . . . , Ek ∈M(n× n) and F1, . . . , F` ∈M(m×m) such that

F1 · · ·F`AE1 · · ·Ek = A′′

where A′′ is of the form

A′′ =

1

1




0 0

0

r n− r

r

m− r

(4.5)

Proof. LetA′ be the reduced row-echelon form ofA. Then there exist F1, . . . , F` ∈
M(m×m) such that F1 · · ·F`A = A′ and A′ is of the form

A′ =

1 ∗ ∗ 0 ∗ ∗ 0 ∗
1 ∗ ∗ 0 ∗

1 ∗



 . (4.6)

Now clearly we can find “allowed” column transformations such that A′ is trans-
formed into the form A′′. If we observe that applying row transformations is
equivalent to multiply A′ from the right by elementary matrices.

Lemma 4.22. Let A′′ be as in (4.5). Then

(i) dim(ker(A)) = m− r = number of zero rows of A′′,

(ii) dim(Im(A)) = r = number of pivots A′′,

(iii) dim(CA′′) = dim(RA′′) = r.

Proof. All assertions are clear if we note that

ker(A′′) = gen{er+1, . . . , en}, Im(A′′) = gen{e1, . . . , er},

where the ej are the standard unit vectors (that is, their jth component is 1
and all other components are 0).

Last Change: Mon Oct 24 15:20:02 COT 2016
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Proposition 4.23. Let A ∈ M(m × n) and let A′ be its reduced row-echelon
form. Then

dim(Im(A)) = number of pivots of A′.

Proof. Let F1, . . . , F`, E1, . . . , Ek and A′′ be as in (4.21) and set F := F1 · · ·F`

and E := E1 · · ·Ek. It follows that A′ = FA and A′′ = FAE. Clearly, the num-
ber of pivots of A′ and A′′ coincide. Therefore, with the help of Theorem 4.13
we obtain

dim(Im(A)) = dim(Im(FAE))

= number of pivots of A′′

= number of pivots of A′.

Proposition 4.24. Let A ∈M(m× n). Then

dim(Im(A)) = dimCA = dimRA.

That means: (rank of row space) = (rank of column space).

Proof. Since CA = Im(A) by Proposition 4.18, the first equality is clear.

Now let F1, . . . , F`, E1, . . . , Ek and A′, A′′ be as in Lemma 4.21 and set F :=
F1 · · ·F` and E := E1 · · ·Ek. Then

dim(RA) = dim(RFAE) = dim(RA′′) = r = dim(CA′′) = dim(CFAE)

= dim(CA).

As an immediate consequence we obtain

Theorem 4.25. Let A ∈M(m× n). Then

dim(ker(A)) + dim(Im(A)) = n. (4.7)

Proof. With the notation a above, we obtain

dim(ker(A)) = dim(ker(A′′)) = n− r,
dim(Im(A)) = dim(Im(A′′)) = r

and the desired formula follows.

For the calculation of a basis of Im(A), the following theorem is useful.

Theorem 4.26. Let A ∈ M(m × n) and let A′ be its reduced row-echelon
form with columns ~c1, . . . ,~cn and ~c1

′, . . . ,~cn
′ respectively. Assume that the pivot

columns of A′ are the columns j1 < · · · < jk. Then dim(Im(A)) = k and a basis
of Im(A) is given by the columns ~cj1 , . . . ,~cjk of A.

Last Change: Mon Oct 24 15:20:02 COT 2016
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Proof. Let E be an invertible matrix such that A = EA′. By assumption
on the pivot columns of A′, we know that dim(Im(A′)) = k and that a ba-
sis of Im(A′) is given by the columns ~cj1

′, . . . ,~cjk
′. By Theorem 4.13, it fol-

lows that dim(Im(A)) = dim(Im(A′)) = k. Now observe that definition of E
we have that E~c`

′ = ~c` for every ` = 1, . . . , n and in particular this is true
for the pivot columns of A′. Moreover, since E in invertible and the vectors
~cj1
′, . . . ,~cjk

′ are linearly independent, it follows from Theorem 4.11 that the
vectors ~cj1 , . . . ,~cjk are linearly independent. Clearly they belong to Im(A), so
we have gen{~cj1 , . . . ,~cjk} ⊆ Im(A). Since both spaces have the same dimension,
they must be equal.

Remark 4.27. The theorem above can be used to determine a basis of a sub-
space given in the form U = gen{~v1, . . . , ~vk} ⊆ Rm as follows: Define the matrix
A = (~v1| . . . |~vk). Then clearly U = ImA and we can apply Theorem 4.25 to
find a basis of U .

Example 4.28. Find ker(A), Im(A), dim(ker(A)), dim(Im(A)) and RA for

A =


1 1 5 1
3 2 13 1
0 2 4 −1
4 5 22 1

 .

Solution. First, let us row-reduce the matrix A:

A =


1 1 5 1
3 2 13 1
0 2 4 −1
4 5 22 1


Q21(−1)
Q41(−4)−−−−−→


1 1 5 1
0 −1 −2 −2
0 2 4 −1
0 1 2 −3


Q32(2)
Q42(1)−−−−→


1 1 5 1
0 −1 −2 −2
0 0 0 −5
0 0 0 −5


S2(−1)
Q43(−1)−−−−−→


1 1 5 1
0 1 2 2
0 0 0 5
0 0 0 0


S4(1/5)
Q12(−1)−−−−−→


1 0 3 −1
0 1 2 2
0 0 0 1
0 0 0 0


Q14(1)
Q24(−2)−−−−−→


1 0 3 0
0 1 2 0
0 0 0 1
0 0 0 0

 =: A′.

Now it follows immediately that dimRA = dimCA = 3 and

dim(Im(A)) = #non-zero rows of A′ = 3,

dim(ker(A)) = 4− dim(Im(A)) = 1

(or: dim(Im(A)) = #pivot columns A′ = 3, or: dim(Im(A)) = dim(RA) = 3 or:
dim(ker(A)) = #non-pivot columns A′ = 1).

Last Change: Mon Oct 24 15:20:02 COT 2016
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Kernel of A: We know that ker(A) = ker(A′) by Theorem 4.13 or Proposi-
tion 4.20. From the explicit form of A′, it is clear that A~x = 0 if and only if
x4 = 0, x3 arbitrary, x2 = −2x3 and x1 = −3x3. Therefore

ker(A) = ker(A′) =



−3x3
−2x3
x3
0

 : x3 ∈ R

 = gen



−3
−2

1
0


 .

Image of A: The pivot columns of A′ are the columns 1, 2 and 4. Therefore,
by Theorem 4.26 a basis of Im(A) are the columns 1, 2 and 4 of A:

Im(A) = gen




1
3
0
4

 ,


1
2
2
5

 ,


1
1
−1

1


 .

Example 4.29. Find a basis of gen{p1, p2, p3, p4} ⊆ P3 and its dimension for

p1 = x3 − x2 + 2x+ 2, p2 = x3 + 2x2 + 8x+ 13,

p3 = 3x3 − 6x2 − 5, p3 = 5x3 + 4x2 + 26x− 9.

Solution. First we identify P3 with R4 by ax3 +bx2 +cx+d =̂ (a, b, c, d)t. The
polynomials p1, p2, p3, p4 correspond to the vectors

~v1 =


1
−1

2
2

 , ~v2 =


1
2
8
13

 , ~v3 =


3
−6

0
−5

 , ~v1 =


5
4

26
−9

 .

Now we use Remark 4.27 to find a basis of gen{v1, v2, v3, v4}. To this end we
consider the A whose columns are the vectors ~v1, . . . , ~v4:

A =


1 1 3 5
−1 2 −6 4

2 8 0 26
2 13 −5 −9


Clearly, gen{v1, v2, v3, v4} = Im(A), so it suffices to find a basis of Im(A). Ap-
plying row transformation to A, we obtain

A =


1 1 3 5
−1 2 −6 4

2 8 0 26
2 13 −5 −9

 −→ · · · −→


1 0 4 5
0 1 2 3
0 0 0 0
0 0 0 0

 = A′.

The pivot columns of A′ are the first and the second column, hence by Theo-
rem 4.26, a basis of Im(A) are its first and second columns, i.e. the vectors ~v1
and ~v2.
It follows that p1, p2 form a basis of gen{p1, p2, p3, p4} ⊆ P3 and consequently
dim(gen{p1, p2, p3, p4}) = 2.
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16 4.7. Matrices as linear maps

Remark 4.30. Let us use the abbreviation π = gen{p1, p2, p3, p4}. The calcu-
lation above actually shows that any two vectors of p1, p2, p3, p4 form a basis of
π. To see this, observe that clearly any two of them are linearly independent,
hence the dimension of their generated space is 2. On the other hand, this gen-
erated space is a subspace of π which has the same dimension. Therefore they
must be equal.

Remark 4.31. If we wanted to complete p1, p2 to a basis of P3, we have (at
least) the two following options:

(i) Find two linearly independent vectors which are orthogonal to p1 an p2.
This leads to a homogenous system of two equations for four unknowns,
namely

x1− x2+2x3+2x4 = 0,

x1+2x2−6x3+4x4 = 0

or, in matrix notation, P~x = 0 where P is the 2 × 4 matrix whose rows
are p1 and p2. Since clearly Im(P ) ⊆ R2, it follows that dim(Im(P )) ≤ 2
and therefore dim(ker(P )) ≥ 4− 2 = 2.

(ii) Another way to find q3, q4 ∈ P3 such that p1, p2, q3, q4 forms a basis of P3

is to use reduction process that was employed to find A′. Assume that E
is an invertible matrix such that A = EA′. Such an E can be found by
keeping track of the row operations that transform A into A′. Let ej be
the standard unit vectors of R4. Then we already know that ~v1 = Ee1
and ~v2 = Ee2. If we set ~w3 = Ee3 and ~w4 = Ee4, then ~v1, ~v2, ~w3, ~w4

form a basis of R4. This is because e1, . . . , e4 are linearly independent
and E in injective. Hence Ee1, . . . , Ee4 are linearly independent too (by
Proposition 4.11).

Sometimes useful is the following theorem.

Theorem 4.32. Let A ∈M(m× n). Then ker(A) = (RA)⊥.

Proof. Let ~r1, . . . , ~rn be the rows of A. Since RA = gen{~r1, . . . , ~rn}, it suffices
to show that ~x ∈ ker(A) if and only if ~x ⊥ ~rj for all j = 1, . . . ,m.

By definition ~x ∈ ker(A) if and only if

~0 = A~x =

~r1...
~rm


x1

...
xm

 =

 〈~r1 , ~x〉...
〈~rm , ~x〉


This is the case if and only if 〈~rj , ~x〉 for all j = 1, . . . ,m, that is, if and only if

~x ⊥~~rj for all j = 1, . . . ,m. (〈· , ·〉 denotes the inner product on Rn.)

Last Change: Mon Oct 24 15:20:02 COT 2016



D
R
A
F
T

Chapter 4. Vector spaces and linear maps 17

Alternative proof of Theorem 4.32. Observe that RA = CAt = Im(At). So we
have to show that ker(A) = (Im(At))⊥. Recall that 〈Ax , y〉 = 〈x ,Aty〉. There-
fore

x ∈ ker(A) ⇐⇒ Ax = 0 ⇐⇒ Ax ⊥ Rm

⇐⇒ 〈Ax , y〉 = 0 for all y ∈ Rm

⇐⇒ 〈x ,Aty〉 = 0 for all y ∈ Rm ⇐⇒ x ∈ (Im(A))t.

Finally we want to give an alternative (coordinate free!) proof of Theorem 4.25
. . .
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