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## Chapter 1

## Preliminaries

The following is not intended to serve as an introduction into logic. It only tries to fix the meaning of some symbols the occur frequently

## Statements

A statement $\mathcal{A}$ is either true or false.
Examples: "The inner angles of an equilateral triangle are all equal." "Bogotá has more inhabitants than Berlin." "The sun is closer to the earth than the moon." "Today is Monday."
Non-Example: "This sentence is false
Statements $\mathcal{A}$ and $\mathcal{B}$ can be negated and connected:
$\neg \mathcal{A} \quad$ not $\mathcal{A}$ "; the statement $\mathcal{A}$ is not true.
$\mathcal{A} \wedge \mathcal{B} \quad$ " $\mathcal{A}$ and $\mathcal{B}$ "; both $\mathcal{A}$ and $\mathcal{B}$ are true.
$A \vee B \quad$ " $\mathcal{A}$ or $\mathcal{B}$ "; at least one of the statements $\mathcal{A}$ and $\mathcal{B}$ is true
$\mathcal{A} \Longrightarrow \mathcal{B} \quad$ " $\mathcal{A}$ implies $\mathcal{B}$ ",
or: " $\mathcal{A}$ is sufficient for $\mathcal{B}$.
or: " $\mathcal{B}$ is necessary for $\mathcal{A}$."
$\mathcal{A} \Longleftrightarrow \mathcal{B} \quad(\mathcal{A} \Longrightarrow \mathcal{B}) \wedge(\mathcal{B} \Longrightarrow \mathcal{A})$
" $\mathcal{A}$ is true if and only if $\mathcal{B}$ is is true."
or: " $\mathcal{A}$ and $\mathcal{B}$ are equivalent.
or: " $\mathcal{A}$ is necessary and sufficient for $\mathcal{B}$.
For convenience, sometimes the notation $\mathcal{A} \Longleftarrow \mathcal{B}$ is used instead of $\mathcal{B} \Longrightarrow \mathcal{A}$ Obviously, $\mathcal{A} \Longleftrightarrow \neg(\neg \mathcal{A})$ and $(\mathcal{A} \Longrightarrow \mathcal{B}) \Longleftrightarrow(\neg \mathcal{B} \Longrightarrow \neg \mathcal{A})$.

## Sets and Quantor

Let $M$ be a set and $x$ an object. Then exactly one of the following statements is true:
$x \in M \quad$ " $x$ is an element of $M$ " or " $x$ lies in $M$ "
$x \notin M$ " $x$ is not an element of $M$ " or " $x$ does not lie in $M$
Hence, $\neg(x \in M) \Longleftrightarrow(x \notin M)$.
Let $M$ be a set and $\mathcal{A}$ a statement. Then we have the following statements:
$\forall x \in M: \mathcal{A} \quad$ "For all elements $x$ of $M$ the statement $\mathcal{A}$ is true"
$\exists x \in M: \mathcal{A}$ "There exists at least one element $x$ of $M$ for which the statement $\mathcal{A}$ is true."
! $x \in M: \mathcal{A}$ "There exists exactly one element $x$ of $M$ for which the statement $\mathcal{A}$ is true."
$\nexists x \in M: \mathcal{A}$ "There exists no element $x$ of $M$ for which the statement $\mathcal{A}$ is true."

It is easy to see that $\neg(\exists x \in M: \mathcal{A})$ is equivalent to $\nexists x \in M: \mathcal{A}$
Instead of " $\forall x \in M: \mathcal{A}$ ", also the notation " $\mathcal{A}, x \in M$," is used.

## Definitions

For definitions, the symbols $:=$ and $: \Longleftrightarrow$ are used. The left hand side is defined by the right hand side

Examples

- A triangle $\Delta$ is called equilateral. : $\Longleftrightarrow$ The length of all sides of $\Delta$ are equal
- $\mathcal{A}:=$ "The inner angles of an equilateral triangle are all equal"
- $M:=\{1,2,3\}$.


## More on sets

Let $X$ be a set and $\mathcal{A}(x)$ a statement depending on the object $x$. The set

$$
\{x \in X: \mathcal{A}(x)\} \quad \text { or } \quad\{x \in X \mid \mathcal{A}(x)\}
$$

is the set of all $x \in X$ such that $\mathcal{A}$ is true.
The set which contains no elements is called the empty set. It is denoted by $\emptyset$.
Let $M$ and $N$ be sets. Then

$$
\begin{array}{rll}
M \subseteq N & : \Longleftrightarrow & \forall x \in M: x \in N, \\
M=N & : \Longleftrightarrow & (M \subseteq N) \wedge(N \subseteq M) .
\end{array}
$$

A set $M$ with $M \subseteq N$ is called a subset of $N$. In this case $N$ is called a superset of $M$ and we write $N \supseteq M$.
Each set $N$ has the trivial subsets $\emptyset$ and $N$. A subset $M \subseteq N$ is called a proper subset of $N$ if $M$ is not a trivial subset of $N$.

Other useful definitions are

$$
\begin{array}{rlll}
N \backslash M & :=\{x: x \in N \wedge x \notin M\} & & \text { difference, } \\
N \cup M & :=\{x: x \in N \vee x \in M\} & & \text { union, } \\
N \cap M & :=\{x: x \in N \wedge x \in M\} & & \text { intersection, } \\
\emptyset & :=\{ \} & & \text { empty set (note: } \emptyset \neq\{0\}), \\
\mathbb{P}(N) & :=\{M: M \subseteq N\} & & \text { power set, }
\end{array}
$$

The sets $M$ and $N$ are called disjoint if and only if $M \cap N=\emptyset$. Often the union of disjoint sets is denoted by $M \cup N$ or $M \sqcup N$.

## Relations

A relation $R$ on a set $M$ is a subset of $M \times M$. Instead of $(x, y) \in R$ and $(x, y) \notin R$ we write $x R y$ and $x \not R y$, respectively
A relation $R$ on a set $M$ is called

- reflexive if and only if $x R x$ for all $x \in M$.
- symmetric if and only if for all $x, y \in M$ the relation $x R y$ implies $y R x$.
- transitive if and only if for all $x, y, z \in M$ the relations $x R y$ and $y R z$ imply $x R z$.
Examples for relations are $=, \subseteq, \perp, \leq, \neq$


## Ordered sets

$(M,<)$ is called a (totally) ordered set by the relation $<$ if the relation $<$ is transitive and for $x, y \in M$ exactly one of the following statements holds:

We use the following notations:

$$
\begin{aligned}
& x>y: \Longleftrightarrow y<x, \\
& x \leq y: \Longleftrightarrow x=y \vee x<y, \\
& x \geq y: \Longleftrightarrow x=y \vee x>y .
\end{aligned}
$$

Definition 1.1. Let $(M,<)$ be a totally ordered set, $N \subseteq M$ and $x \in M$.

$$
\begin{array}{rlr}
x \text { is a lower bound of } N & : \Longleftrightarrow x \leq n, n \in N, \\
x \text { is an upper bound of } N & : \Longleftrightarrow & x \geq n, n \in N .
\end{array}
$$

We say that

$$
\begin{aligned}
& N \text { is bounded from below }: \Longleftrightarrow \quad N \text { has a lower bound, } \\
& N \text { is bounded from above }: \Longleftrightarrow N \text { has an upper bound, }
\end{aligned}
$$

The infimum of $N$, denoted by $\inf N$, is the greatest lower bound of $N$, i. e., $\inf N$ is a lower bound of $N$ and for every lower bound $x$ of $N$ we have inf $N \geq x^{\prime}$. If an element $n$ of $N$ is a lower bound of $N$, then it is called minimum of $N$, denoted by $\min N$.
The supremum of $N$, denoted my $\sup N$, ist the least upper bound of $N$, i. e., $\sup N$ is an upper bound of $N$ and for every upper bound $x$ of $N$ it follows that $\sup N \leq x$. If an element $n$ of $N$ is an upper bound of $N$, then it is called maximum of $N$ denoted by $\max N$.

Remark. Neither the infimum nor then minimum need to exist. If they exist then they are unique. If the minimum exists, then also the infimum exists and $\min N=\inf N$. The same assertions hold for the supremum and the maximum.

## Functions

Let $M$ and $N \neq \emptyset$ be sets. A function (or a mapping) from $M$ to $N$

$$
f: M \rightarrow N, \quad x \mapsto f(x)
$$

assigns to each element $x \in X$ a uniquely defined $f(x) \in N . M$ is called the domain of $f$.

$$
G(f):=\text { graph of } f:=\{(x, f(x)): x \in M\} \subseteq M \times N,
$$

$$
\mathrm{R}(f):=\text { range of } f:=\{f(x): x \in M\} .
$$

A function $f: M \rightarrow N$ is called
injective (or one-to-one) $: \Longleftrightarrow \forall x, x^{\prime} \in M:\left(f(x)=f\left(x^{\prime}\right) \Longrightarrow x=x^{\prime}\right)$,

$$
\text { surjective }: \Longleftrightarrow R(f)=N \text {, }
$$

$$
\text { bijective }: \Longleftrightarrow f \text { injective } \wedge f \text { surjective }
$$

Since

$$
f \text { bijective } \Longleftrightarrow \forall y \in N \exists!x \in M: f(x)=y,
$$

a bijective functions $f: M \rightarrow N$ defines a function $N \rightarrow M$, the so-called invers function of $f$ :

$$
f^{-1}: N \rightarrow M, \quad y \mapsto x=: f^{-1}(y) .
$$

Remark 1.2. A function is not only the rule how to assign an element $y$ to some $x$. The sets $M$ and $N$ are also part of the function. For example, the following functions are all different:

$$
\begin{array}{ll}
f_{1}: \mathbb{R} \rightarrow \mathbb{R}, & x \mapsto x^{2}, \\
f_{2}:(0, \infty) \rightarrow \mathbb{R}, & x \mapsto x^{2}, \\
f_{3}:(0, \infty) \rightarrow(0, \infty), & x \mapsto x^{2}, \\
f_{4}:(0, \infty) \rightarrow(1, \infty), & x \mapsto x^{2} .
\end{array}
$$

The function $f_{1}$ is neither injective nor surjective, the function $f_{2}$ is injective, the function $f_{3}$ is bijective, and the function $f_{4}$ is not well-defined.

Let $M$ and $N$ be sets and $f: M \rightarrow N$ a function. Given a subset $A \subseteq M$ we define the restriction of $f$ to $A$ by

$$
\left.f\right|_{A}: A \rightarrow N,\left.\quad f\right|_{A}(x)=f(x) .
$$

$f$ is then called extension of $\left.f\right|_{A}$. Another notation for the restriction of $f$ is $f \upharpoonright A$ The image of $A$ under $f$ is

$$
f(A):=R\left(\left.f\right|_{A}\right):=\{y \in N: \exists x \in A: f(x)=y\}=\{f(x): x \in A\} .
$$

For a subset $B \subseteq N$ the set

$$
f^{-1}(B):=\{x \in M: f(x) \in B\}
$$

is called the preimage of $B$ under $f$.
Two functions $f, g: M \rightarrow N$ are called equal, denoted by $f \equiv g$, if and only if

$$
f(x)=g(x), \quad x \in M .
$$

For example, in Remark 1.2 the functions $\left.f_{1}\right|_{(0, \infty)}$ and $f_{2}$ are equal, $f_{2}$ and $f_{3}$ are not equal.
For sets $L, M, N$ and functions $f: L \rightarrow M, g: M \rightarrow N$ we define the composition of $f$ and $g$

$$
h=g \circ f: L \rightarrow N, \quad x \mapsto h(x):=(g \circ f)(x):=g(f(x)) .
$$

As a diagram

$$
L \xrightarrow[h=g \circ f]{\xrightarrow{f} M \xrightarrow{g}} N
$$

Example. Let $f: M \rightarrow N$ bijective. Then

$$
\begin{aligned}
& f^{-1} \circ f: M \rightarrow M, \quad\left(f^{-1} \circ f\right)(x)=x, \\
& f \circ f^{-1}: N \rightarrow N, \quad\left(f \circ f^{-1}\right)(y)=y .
\end{aligned}
$$

## Proofs

Usually, there are several ways to prove statements like $\mathcal{A} \Longrightarrow \mathcal{B}$. The end of proofs are usually indicated by the symbol $\square$. The most common types of proof are the following:

## Direct proof

A direct proof of a statement $\mathcal{C}$ starts with a set of axioms that are agreed upon. Using a chain of conclusions, finally $\mathcal{C}$ is established.

Example 1.3. For all $n \in \mathbb{N}$ the following holds:

$$
n \text { is even } \quad \Longrightarrow \quad n^{2} \text { is even. }
$$

Proof. $n$ even $\qquad$ $\exists m \in \mathbb{N}: n=2 m$
$n^{2}=(2 m)^{2}=2 \cdot 2 m^{2}$
$n^{2}=2 m^{\prime}$ for $m^{\prime}=2 m^{2} \in \mathbb{N}$
$n^{2}$ is even.
(The natural numbers $\mathbb{N}$ are introduced in Section 2.1.)

## Proof by transposition

Often it is simpler to proof $\neg \mathcal{B} \Longrightarrow \neg \mathcal{A}$ than the equivalent statement $\mathcal{A} \Longrightarrow \mathcal{B}$.
Example 1.4. For all $n \in \mathbb{N}$ the following holds

$$
n^{2} \text { is even } \Longrightarrow n \text { is even. }
$$

Proof. The implication above is equivalent to the implication:
For all $n \in \mathbb{N}$ the following holds: $n$ is odd $\Longrightarrow n^{2}$ is odd.
The proof of the latter statement is similar to the proof of example 1.3:

$$
\begin{aligned}
n \text { odd } & \Longrightarrow \quad \exists m \in \mathbb{N}_{0}: n=2 m+1 \\
& \Longrightarrow \quad n^{2}=(2 m+1)^{2}=(2 m)^{2}+2 \cdot 2 m+1 \\
& \Longrightarrow \quad n^{2}=2 m^{\prime}+1 \text { for } m^{\prime}=2 m^{2}+2 m \in \mathbb{N} \\
& \Longrightarrow \quad n^{2} \text { is odd. }
\end{aligned}
$$

## Proof by contradiction

In order to proof a statement $\mathcal{A} \Longrightarrow \mathcal{B}$ it is assumed that both $\mathcal{A}$ and $\neg \mathcal{B}$ are true Then it is shown that this leads to a contradiction, indicated in these notes by

Example 1.5. For all $n \in \mathbb{N}$ the following holds:

$$
n^{2} \text { is odd } \Longrightarrow n \text { is odd. }
$$

Proof. Assume that the implication is wrong. Then there exists a $n \in \mathbb{N}$ such that $n^{2}$ is odd but $n$ is even. This contradicts the assertion of Example 1.3.

Example 1.6. $a, b \in \mathbb{R} \quad \Longrightarrow \quad 2 a b \leq a^{2}+b^{2}$.
Proof. Assume that the implication is wrong. Then there exist $a, b \in \mathbb{R}$ such that $2 a b>a^{2}+b^{2}$. It follows that

$$
0>a^{2}+b^{2}-2 a b=(a-b)^{2} \geq 0
$$

Remark. The fact that statement $\mathcal{A}$ implies statement $\mathcal{B}$ and that $\mathcal{B}$ is true, does not imply that also $\mathcal{A}$ is true. For example, the implication

$$
-1=1 \Longrightarrow(-1)^{2}=1^{2}
$$

is true and the statement on the right hand side is true, but this does not imply that the initial statement $-1=1$ is true

## Proof by Induction

The idea of proof by induction is to show a statement $\mathcal{A}(1)$ (base of induction). When the implication $\mathcal{A}(n) \Longrightarrow \mathcal{A}(n+1) n \in \mathbb{N}$, is shown, then the statement $\mathcal{A}(n)$ is true for all $n \in \mathbb{N}$. The induction principle is discussed in Section 2.2.

Definition 2.1. For $n, m \in \mathbb{N}_{0}$ let

$$
\begin{aligned}
& n+0:=n, \quad n+1:=\nu(n), \quad n+\nu(m):=\nu(n+m) \\
& n \cdot 0:=0, \quad n \cdot 1:=n, \quad n \cdot \nu(m):=n \cdot m+n .
\end{aligned}
$$

Remark 2.2. (i) It can be shown that + and are commutative, associative and distributive (see Section 3.1).
(ii) For $m, n \in \mathbb{N}$ exactly one of the following relations holds:
(a) $m=n$.
(b) There exists exactly one $x \in \mathbb{N}$ such that $n=m+x$
(c) There exists exactly one $x \in \mathbb{N}$ such that $m=n+x$

In case (b) the number $x=: n-m$ is called the difference of $m$ and $n$.
Definition 2.3. Let $m, n \in \mathbb{N}_{0}$. Then

$$
m<n: \Longleftrightarrow \exists x \in \mathbb{N}: n=m+x
$$

Remark. It can be shown that ( $\left.\mathbb{N}_{0},<\right)$ is a totally ordered set.
Theorem 2.4 (well-ordering principle). Every non-empty subset of $\mathbb{N}_{0}$ has a smallest element.

Proof. We have to show:

$$
M \subseteq \mathbb{N}_{0}, M \neq \emptyset \Longrightarrow \exists m_{0} \in M:\left(\forall m \in M: m_{0} \leq m\right)
$$

Let $M \subseteq \mathbb{N}_{0}, M \neq \emptyset$. Then there exists an $m_{0} \in M$. Let

$$
A=\left\{k \in \mathbb{N}_{0}: k \leq m, m \in M\right\}
$$

Obviously, $0 \in A$ and $m_{0}+1 \notin A$, hence $A \neq \mathbb{N}_{0}$. Therefore there exists an $a \in A$ such that $a+1 \notin A$ (otherwise $A=\mathbb{N}_{0}$ by the axiom (P4)) Hence there must be $A$ element $m \in M$ such that $a<m<a+1$, hence $m=a$ and $a$ is the minimum | elem. |
| :--- |

Without proof we cite the following important facts:
Theorem 2.5. The natural numbers are not bounded from above, i.e.

$$
\nexists N \in \mathbb{N}_{0}:\left(\forall n \in \mathbb{N}_{0}: n \leq N\right) .
$$

Theorem 2.6 (Euclidean algorithm, Division with remainder). For every $m \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$ there exist uniquely determined $k, l \in \mathbb{N}_{0}, l<m$, such that

$$
\begin{equation*}
n=k \cdot m+l . \tag{2.1}
\end{equation*}
$$

### 2.2 The induction principle

Principle of induction. Let $(\mathcal{A}(n))_{n \in \mathbb{N}}$ be a family of statements, such that
(i) Basis: $\mathcal{A}(0)$ is true.
(ii) Inductive step: For all $n \in \mathbb{N}_{0}$ the implication $\mathcal{A}(n) \Longrightarrow \mathcal{A}(n+1)$ is true.

The operations + (addition) and • (multiplication) are introduced by using the function $\nu$ :

Then $\mathcal{A}(n)$ is true for all $n \in \mathbb{N}_{0}$.
Proof. Let $M:=\left\{n \in \mathbb{N}_{0}: \mathcal{A}(n)\right.$ is true $\} \subseteq \mathbb{N}_{0}$. Then $0 \in M$ by (i) and with every $m \in M$ also $\nu(m) \subseteq M$ by (ii). By (P4) it follows that $M=\mathbb{N}_{0}$.

A variation of the induction principle is the following: Let $n_{0} \in \mathbb{N}_{0}$ and assume that
(i) Basis: $\mathcal{A}\left(n_{0}\right)$ is true
(ii) Inductive step: For all $n \in \mathbb{N}_{0}, n \geq n_{0}$, the implication $A(n) \Longrightarrow A(n+1)$ is true.
Then $\mathcal{A}(n)$ is true for all $n \in \mathbb{N}_{0}, n \geq n_{0}$
Remark (Complete induction principle). Assume that for all $n \in \mathbb{N}$ the implication

$$
\mathcal{A}(k) \text { is true for all } k<n \quad \Longrightarrow \mathcal{A}(n) \text { is true }
$$

holds. Then $\mathcal{A}(n)$ holds for all $n \in \mathbb{N}_{0}$.
Proof. Assume that there exists an $n \in \mathbb{N}_{0}$ such that $\mathcal{A}(n)$ is not true. Then the set $B:=\left\{n \in \mathbb{N}_{0}: \mathcal{A}(n)\right.$ is not true $\}$ is not empty. By the well-ordering principle (Theorem 2.4) $B$ has minimum $n_{0}:=\min M$ and by definition of $B$ the statement $\mathcal{A}(n)$ is true for all $n<n_{0}$. Hence the assumption implies that $\mathcal{A}\left(n_{0}\right)$ is true *
The principle of induction can also be used for definitions. For example
Definition 2.7. Let $k_{0} \in \mathbb{N}_{0}$ and $a_{k} \in \mathbb{N}, k \in \mathbb{N}_{0}, k \geq k_{0}$. Then the symbols

$$
\sum_{k=k_{0}}^{n} a_{k}, \quad \prod_{k=k_{0}}^{n} a_{k}, \quad n \in \mathbb{N}, n \geq k_{0},
$$

are defined by

$$
\sum_{k=k_{0}}^{k_{0}} a_{k}:=a_{k_{0}}, \quad \prod_{k=k_{0}}^{k_{0}} a_{k}:=a_{k_{0}}
$$

and

$$
\sum_{k=k_{0}}^{n+1} a_{k}:=\left(\sum_{k=k_{0}}^{n} a_{k}\right)+a_{n+1}, \quad \prod_{k=k_{0}}^{n+1} a_{k}:=\left(\prod_{k=k_{0}}^{n} a_{k}\right) \cdot a_{n+1}, \quad n \geq k_{0}
$$

For $n<k_{0}$ we define the empty sum and empty product by

$$
\sum_{k=k_{0}}^{n} a_{n}=0, \quad \sum_{k=k_{0}}^{n} a_{n}=1 .
$$

Theorem 2.8. $\quad \sum_{k=1}^{n} k=1+2+\cdots+n=\frac{1}{2} n(n+1), \quad n \in \mathbb{N}$.
Proof by induction on $n$.
(i) Basis $\underline{n=1}: \quad \sum_{k=1}^{1} k=1=\frac{1}{2} 1(1+1) . \quad \checkmark$
(ii) Induction step: $\underline{n \curvearrowright n+1}$ for arbitrary $n \in \mathbb{N}$

We write down the induction hypothesis and what we want to prove
$\begin{array}{llrl}\text { induction hypothesis } & \sum_{k=1}^{n} k=\frac{1}{2} n(n+1) . & (\text { statement } \mathcal{A}(n)) \\ \text { inductive step : } & \sum_{k=1}^{n+1} k=\frac{1}{2}(n+1)(n+2) . & (\text { statement } \mathcal{A}(n+1))\end{array}$
The implication $\mathcal{A}(n) \Longrightarrow \mathcal{A}(n+1)$ follows from

$$
\begin{align*}
\sum_{k=1}^{n+1} k & =\left(\sum_{k=1}^{n} k\right)+(n+1) \stackrel{\text { ind.hyp. }}{=} \frac{1}{2} n(n+1)+(n+1) \\
& =\left(\frac{1}{2} n+1\right)(n+1)=\frac{1}{2}(n+2)(n+1) .
\end{align*}
$$

Proposition 2.9. $2^{n}>n^{2}, \quad n \in \mathbb{N}, n \geq 5$.
Proof by induction on $n, n_{0}=5$.
$\underline{n=5}: \quad 2^{5}=32>25=5^{2}$. $\quad \checkmark$
$\underline{n \curvearrowright n+1}: \quad 2^{n+1}=2 \cdot 2^{n} \stackrel{\text { ind.hyp. }}{>} 2 n^{2}$. Since for $n \geq 3$

$$
n^{2}=n(n-2+2)=n(n-2)+2 n \geq 1+2 n
$$

it follows that

$$
2^{n+1}=2 \cdot 2^{n} \stackrel{\text { ind.hyp }}{>} 2 n^{2}=n^{2}+n^{2} \geq n^{2}+2 n+1=(n+1)^{2} .
$$

### 2.3 Countable sets

Definition. The sets $M$ and $N$ have the same cardinal number if and only if there exists a bijection $\varphi: M \rightarrow N$. In this case we write $M \sim N$.

Obviously, the relation $\sim$ is
(i) reflexive: $M \sim M$,
(ii) symmetric: $M \sim N \Longrightarrow N \sim M$,
(iii) transitive: $M \sim N \wedge N \sim P \Longrightarrow M \sim P$.

Remark. For $m, n \in \mathbb{N}$ the following equivalence holds:

$$
\{1,2, \ldots, n\} \sim\{1,2, \ldots, m\} \Longleftrightarrow n=m .
$$

Definition 2.10. A set $M \neq \emptyset$ is called
(i) finite if $M=\emptyset$ or if $M \sim\{1,2, \ldots, n\}$ for some $n \in \mathbb{N}$,
(ii) infinite if it is not finite,
(iii) countable (or denumerable) if $M \sim \mathbb{N}$
iv) uncountable if it is neither countable nor finite,
(v) at most countable if it is either countable or finite

If $M \sim\{1,2, \ldots, n\}$ for some $n \in \mathbb{N}$, then
$\# M:=|M|:=n=$ number of elements in $M$.

Examples. The sets $\mathbb{N}, \mathbb{N}_{0},-\mathbb{N}, \mathbb{Z}, \mathbb{Q}$ are countable, see Corollary 2.14 (Exercise 1.2).
The set of all real numbers $\mathbb{R}$ is uncountable (Corollary 4.56).
The proofs of the following facts can be found, e. g., in [Rud76, Chapter 2]
Proposition 2.11. Any subset of a countable set is at most countable.
Proposition 2.12. The finite union of finite sets is finite.
The countable union of finite sets is at most countable
The finite union of countable sets is countable.
The countable union of countable sets is countable.
Proposition 2.13. If $M$ and $N$ are countable, then $M \times N$ is countable.
Corollary 2.14. The sets $\mathbb{Z}$ and $\mathbb{Q}$ are countable.
Proof. $\mathbb{Z}=\mathbb{N}_{0} \cup-\mathbb{N}$ is countable by Proposition 2.12 .
Since every element of $\mathbb{Q}$ is of the form $\frac{p}{\underline{w}}$ with some $p \in \mathbb{Z}$ and $q \in \mathbb{N}$, the set $\mathbb{Q}$ can be identified with a subset of the countable set $\mathbb{Z} \times \mathbb{N}$, so $\mathbb{Q}$ is at most countable. On the other hand, since $\mathbb{N}$ can be identified the subset $\left\{\frac{1}{n}: n \in \mathbb{N}\right\}, \mathbb{Q}$ cannot be finite. Therefore, $\mathbb{Q}$ is countable.

### 2.4 Binomial coefficients

Definition 2.15. For $n \in \mathbb{N}_{0}$ we define $n!\in \mathbb{N}$ (" $n$ factorial") recursively by
(i) $0!:=1$,
(ii) $(n+1)!:=(n+1) \cdot n!, \quad n \in \mathbb{N}_{0}$

Remark. $n!=\prod^{n} k=1 \cdot 2 \cdots \cdot n, \quad n \in \mathbb{N}_{0}$.
$1!=1,2!=2,3!=6,4!=24, \ldots, 10!=3628800$ is growing very fast.
Theorem 2.16. Let $M, N$ finite sets with $\# M=\# N=n \in \mathbb{N}$ elements. Then there are exactly $n$ ! bijections $M \rightarrow N$

Proof by induction on $n$. (i) Basis: For $n=1$, the assertion is clear.
(ii) Induction step $n \curvearrowright n+1$ : Let $M$ and $N$ be sets with $n+1$ elements. To define a bijection $f: M \rightarrow N$ we fix an arbitrary element $x \in M$. Then there are $n+1$ possible values of $f(x) \in N$. The mapping $f: M \backslash\{x\} \rightarrow N \backslash\{f(x)\}$ must also be a bijection, hence by induction hypothesis there are $n$ ! possibilities to extend $f:\{x\} \rightarrow f(x)$ to a bijection $M \rightarrow N$. In summary, there are exactly $(n+1) \cdot n!=(n+1)!$ different bijections $M \rightarrow N$.

Definition 2.17. Let $M$ be a set. A permutation of $M$ is a bijection $M \rightarrow M$.
By Theorem 2.16 a set $M$ with $n$ elements has exactly $n$ ! permutations. Moreover, since an order on $M$ is equivalent to a bijection $\{1,2, \ldots, n\} \rightarrow M$, there are exactly $n$ ! order of $M$

Example. - $M=\{a\}$ has only one order and only the permutation $a \mapsto a$.

- $M=\{a, b\}$ with $a \neq b$ has

2 order $1 \mapsto a, 2 \mapsto b$ and $1 \mapsto b, 2 \mapsto a$,
2 permutations: $a \mapsto a, b \mapsto b$ and $a \mapsto b, b \mapsto a$.
Remark. For the rest of this section the rational numbers $\mathbb{Q}$ are used (for the definition of the binomial coefficients). This could be avoided by combining the definition and theorem 2.20 to something like: Given $k, n \in \mathbb{N}_{0}, k \leq n$ there exist a natural number $x$ such that $x k!(n-k)!=n!$. The number $x$ is then denoted by $x=\binom{n}{k}$.
Definition 2.18. For $k, m \in \mathbb{N}_{0}$ we define the binomial coefficients

$$
(k, m):=\binom{k+m}{k}:=\frac{(k+m)!}{k!m!} .
$$

(" $k+m$ choose $k$ "). We set $\binom{n}{k}=0$ if $k>n$.
Remark. Let $k, n \in \mathbb{N}_{0}, k \leq n$. It follows immediately from the definition that

$$
\binom{n}{k}=\binom{n}{n-k} \quad \text { and } \quad\binom{n}{0}=\binom{n}{n}=1 .
$$

Proposition 2.19. $\binom{n-1}{k-1}+\binom{n-1}{k}=\binom{n}{k}, \quad k, n \in \mathbb{N}, k \leq n-1$.
Proof. Using Definition 2.18 a straightforward calculation yields

$$
\begin{align*}
\binom{n-1}{k-1}+\binom{n-1}{k} & =\frac{(n-1)!}{(k-1)!(n-1-(k-1))!}+\frac{(n-1)!}{k!(n-1-k)!} \\
& =\frac{(n-1)!}{k!(n-k)!}(k+n-1)=\frac{n!}{k!(n-k)!}=\binom{n}{k} .
\end{align*}
$$

Theorem 2.20. Let $M$ be a set with $\# M=n<\infty$. Then there are exactly $\binom{n}{k}$ different subsets of $M$ with cardinality $k \leq n$.

Proof by induction on $n$
$n=0$ : In this case $M=\emptyset$ and necessarily $k=0$. Since $\emptyset$ is the only subset of $M$ the number of all subsets with zero elements is $1=\binom{0}{0}$.
$n \curvearrowright n+1$ : Let $\# M=n+1, k \in \mathbb{N}_{0}, k \leq n+1$, and define

$$
C(n, k):=\#\{N \subseteq M: \# N=k\} .
$$

We have to show

$$
C(n, k)=\binom{n+1}{k} .
$$

Fix $x \in M$. Since by induction hypothesis and the defintion of $\binom{n}{n+1}$ there are exactly $\binom{n}{k}$ subsets of $M \backslash\{x\}$ with cardinality $k$, there are exactly $\binom{n}{k}$ subsets of $M$ with cardinality $k$ which do not contain $x$. Again by induction hypothesis, there exist exactly $\binom{n}{k-1}$ subsets of $M \backslash\{x\}$ with cardinality $k-1$, therefore there exist exactly $\binom{n}{k-1}$ subsets of $M$ with cardinality $k$ containing $x$. Since an arbitrary
subset of $M$ either contains or does not contain the element $x$, the number of all subsets with cardinality $k$ is

$$
C(n, k)=\binom{n}{k}+\binom{n}{k-1}=\binom{n+1}{k} .
$$

Corollary 2.21. For all $k, n \in \mathbb{N}_{0}, k \leq n$ is $\binom{n}{k} \in \mathbb{N}$.
Theorem 2.22 (Binomial expansion). For numbers $x, y$ and $n \in \mathbb{N}_{0}$ the fol lowing holds:

$$
(x+y)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-k}=\sum_{\substack{0 \leq k \leq n \\ k+m=n}}(k, m) x^{k} y^{m} .
$$

Remark. The formula holds for all $x, y$ in an arbitrary ring $R$ with the canonical actions of $\mathbb{N}$ on $R$, for example for real numbers, matrices, functions, etc.

Proof. The second equality is clear. We prove the first equality by induction on $n$. $\underline{n=0}: \quad(x+y)^{0}=1=\binom{0}{0} x^{0} y^{0} . \quad \checkmark$
$n \curvearrowright n+1$ : Using the induction hypothesis we find

$$
\begin{aligned}
(x+y)^{n+1} & =(x+y) \cdot(x+y)^{n}=(x+y) \sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-k} \\
& =\sum_{k=0}^{n}\binom{n}{k} x^{k+1} y^{n-k}+\sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-k+1}
\end{aligned}
$$

An index shift $k \curvearrowright k-1$ in the first sum yields

$$
\begin{aligned}
(x+y)^{n+1} & =\sum_{k=1}^{n+1}\binom{n}{k-1} x^{k} y^{n-(k-1)}+\sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-(k-1)} \\
& =x^{n+1}+\sum_{k=1}^{n} \underbrace{\left(\binom{n}{k-1}+\binom{n}{k}\right)}_{=\binom{n+1}{k} \text { by Prop. } 2.19} x^{k} y^{n+1-k}+y^{n+1}
\end{aligned}
$$

$$
=\sum_{k=0}^{n+1}\binom{n+1}{k} x^{k} y^{n+1-k}
$$

In the special cases $x=y=1$ and $x=-y=1$, Theorem 2.22 yields
Corollary 2.23. $\sum_{k=0}^{n}\binom{n}{k}=2^{n}$ for $n \in \mathbb{N}_{0}$ and $\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}=0$ for $n \in \mathbb{N}$.
Proof. The formulae follow from the binomial expansion (Theorem 2.22):

$$
\begin{aligned}
\sum_{k=0}^{n}\binom{n}{k} & =\sum_{k=0}^{n}\binom{n}{k} 1^{k} 1^{n-k}=(1+1)^{n}=2^{n}, & n \in \mathbb{N}_{0}, \\
\sum_{k=0}^{n}(-)^{k}\binom{n}{k} & =\sum_{k=0}^{n}\binom{n}{k}(-1)^{k} 1^{n-k}=(1-1)^{n}=0^{n}=0, & n \in \mathbb{N} .
\end{aligned}
$$

Corollary 2.24. Let $M$ be a set with $\# M=n<\infty$.
(i) By Theorem 2.20 and Corollary 2.23, $M$ has $2^{n}$ subsets, i. e., $\# \mathbb{P} M=2^{n}$.
(ii) If $n \neq 0$, then $M$ has as many subsets with even elements as subsets with odd elements by Theorem 2.20 and Corollary 2.23.

## Chapter 3

## Real and complex numbers

## Integers

The ring of the integer numbers $\mathbb{Z}$ is the smallest extension of the natural numbers such that for each $n \in \mathbb{N}$ the equation

$$
x+n=0
$$

has a solution in $\mathbb{Z}$ and $(\mathbb{Z},+, \cdot)$ is a commutative ring, that is, the associativity and commutativity laws hold. The solution of $x+n=0$ is denoted by $-n$ and we write $m+(-n)=m-n$

## Rational numbers

The rational numbers $\mathbb{Q}$ are the field of fractions of $\mathbb{Z}$, that is, the smallest field containing $\mathbb{Z}$ such that for each $n \in \mathbb{Z} \backslash\{0\}$ the equation

$$
x \cdot n=1
$$

has a solution in $\mathbb{Z}$. The elements of $\mathbb{Q}$ are equivalence classes of the form $\frac{p}{q}$ with $p, q \in \mathbb{Z}, q \neq 0$.
The order relation < on $\mathbb{N}$ in Definition 2.3 can be extended to $\mathbb{Z}$ and $\mathbb{Q}$.
The field $\mathbb{Q}$ is still not sufficient
(i) Not all equations have solution, e.g., $x^{2}=2$ has no solution in $\mathbb{Q}$.
(ii) Not every bounded subset of $\mathbb{Q}$ has a supremum, for instance $\left\{x \in \mathbb{Q}: x^{2}<2\right\}$ has no supremum in $\mathbb{Q}$ (see Exercise Exercise 2.3).
Proof of (i). Assume that there exist $p, q \in \mathbb{Z}, q \neq 0$, without common divisor such that $\left(\frac{p}{q}\right)^{2}=2$. Since $p^{2}=2 q^{2}$, there exists an $p^{\prime} \in \mathbb{Z}$ such that $p=2 p^{\prime}$. Since $2 q^{2}=4 p^{\prime 2}, 2$ divides also $q$, in contradiction to the assumption that $p$ and $q$ have no common divisors.

### 3.1 Ordered fields

Definition 3.1. A field $(\mathbb{F},+, \cdot)$ is a set $K$ together with operations

$$
\begin{array}{rll}
+: K \times K \rightarrow K, & (x, y) \mapsto x+y, & \\
\hline: K \times K \rightarrow K, & (x, y) \mapsto x \cdot y, & \\
\hline: \text { (addition) } \\
\text { (multiplication) }
\end{array}
$$

satisfying the following axioms:
Axioms of addition
(A1) $x+(y+z)=(x+y)+z, \quad x, y, z \in K$ (associativity),
(A2) $x+y=y+x, \quad x, y \in K$ (commutativity),
(A3) $\exists 0 \in K: x+0=x, \quad x \in K$ (identity element 0 of addition)
(A4) $\forall x \in K \exists-x \in K: x+(-x)=0$ (additive inverse element),

## Axioms of multiplication

(M1) $x \cdot(y \cdot z)=(x \cdot y) \cdot z, \quad x, y, z \in K$
associativity),
(M2) $x \cdot y=y \cdot x, \quad x, y \in K$
(commutativity),
(M3) $\exists 1 \in K \backslash\{0\}: x \cdot 1=x, \quad x \in K$
(multiplicative identity element 1 )
(M4) $\forall x \in K, x \neq 0, \exists x^{-1} \in K: x \cdot x^{-1}=1 \quad$ (multiplicative inverse element),
Law of Distribution
(D) $x \cdot(y+z)=x \cdot y+x \cdot z, \quad x, y, z \in K$.

If it is clear what the operations + and $\cdot$ on $K$ are, then one writes usually simply $K$ instead of $(\mathbb{F},+, \cdot \cdot)$

Notation 3.2. The following notation is commonly used

$$
\begin{aligned}
x-y & :=x+(-y), & & x, y \in K, \\
x y & :=x \cdot y, \quad \frac{x}{y}:=x \cdot y^{-1}, & & x, y, z \in K, z \neq 0, \\
x y+z & :=(x \cdot y)+z, \quad \text { etc. } & & x, y, z \in K, z \neq 0,
\end{aligned}
$$

Remark 3.3. - ( $K,+$ ) satisfying the axioms (A1) - (A4) is called a commuta tive group.

- $(\mathbb{F},+, \cdot)$ satisfying the axioms $(\mathrm{A} 1)-(\mathrm{A} 4),(\mathrm{M} 1),(\mathrm{M} 2)$ and (D) is called a commutative ring

Examples. - $(\mathbb{Q},+, \cdot)$ and $(\mathbb{R},+, \cdot)$ are fields,

- $(\mathbb{Z},+, \cdot)$ is a ring but not a field because (M4) is not satisfied
- $(\mathbb{N},+, \cdot)$ is not a ring because (A4) is not satisfies,
- $\left(\mathbb{F}_{2},+, \cdot\right)$ with $\mathbb{F}_{2}=\{0,1\}$ and,$+ \cdot$ defined by

| + | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 1 | 1 | 0 |


| $\cdot$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 1 |

## is the only field with 2 elements

The following corollary follows immediately from the axioms:
Corollary 3.4. Let $(\mathbb{F},+, \cdot)$ be a field. Then the following statements hold:
(i) The identity elements 0 and 1 are uniquely determined.
(ii) For $x \in K$ and $y \in K \backslash\{0\}$ the inverse elements $-x$ and $y^{-1}$ are uniquely determined.
(iii) $-0=0,1^{-1}=1$.
(iv) $-(-x)=x, \quad x \in K$
(v) $-(x+y)=-x+(-y), \quad x \in K$.
(vi) The equation $a+x=b$ for $a, b \in K$ has the unique solution $x=b-a$ in $K$.
(vii) $\left(x^{-1}\right)^{-1}=x, \quad x \in K, x \neq 0$.
(viii) $(x \cdot y)^{-1}=x^{-1} \cdot y^{-1}, \quad x, y \in K, \quad x, y \neq 0$.
(ix) The equation $a \cdot x=b$ for $a, b \in K, a \neq 0$ has the unique solution $x=b a^{-1}$ in $K$.
(x) $x \cdot 0=0 \cdot x=0, \quad x \in K$.
(xi) $(x \cdot y=0 \Longleftrightarrow x=0 \vee y=0), \quad x, y \in K$
(xii) $(-x) \cdot y=-(x \cdot y), \quad x, y \in K$; in particular, $-y=-1 \cdot y$
(xiii) $(-x) \cdot(-y)=x \cdot y, \quad x, y \in K$.

Proof. We proof only (i), (vi), (x) and (xi).
(i) Uniqueness of the additive identity: Let $0,0^{\prime} \in K$ be additive identity elements. We have to show $0=0^{\prime}$. This follows from

$$
0^{\prime} \stackrel{(A 3)}{=} 0^{\prime}+0 \stackrel{(A 2)}{=} 0+0^{\prime} \stackrel{(A 3)}{=} 0
$$

The uniqueness of the multiplicative identity element can be proved analogously.
(vi) Existence of the solution: Let $x=b-a$. Then $x$ is a solution of $a+x=b$ since

$$
a+(b-a) \stackrel{(\mathrm{A} 2)}{=} a+(-a+b) \stackrel{(\mathrm{A} 1)}{=} \underbrace{(a+(-a))}_{=0 \text { by }(\mathrm{A} 4)}+b=0+b \stackrel{(\mathrm{~A} 2)}{=} b+0 \stackrel{(\mathrm{~A} 3)}{=} b .
$$

Uniquness of the solution: Let $s, s^{\prime} \in K$ be solutions of $a+x=b$. Then
$s=s+b-b=s+\left(s^{\prime}+a\right)-b \underset{(\mathrm{~A} 2)}{(\mathrm{A} 1)}(s+a)-b+s^{\prime}=b-b+s^{\prime}=0+s^{\prime} \stackrel{\left(\mathrm{A}_{2}\right)}{=} s^{\prime}+0 \stackrel{(\mathrm{~A} 3)}{=} s^{\prime}$.
(x) Since the solution of $x \cdot 0+x=x \cdot 0$ is unique by (vi) and since (use (D) in the first line and (A3) in the second line)

$$
\begin{gathered}
x \cdot 0+x \cdot 0=x(0+0)=x \cdot 0 \\
x \cdot 0+0=x \cdot 0
\end{gathered}
$$

it follows that $x \cdot 0=0$. the commutativity (M2) yields $0 \cdot x=x \cdot 0=0$
(xi) " $\Longrightarrow$ ": Let $x \cdot y=0$. If $x=0$, then the assertion is clear. Now assume $x \neq 0$

$$
y \stackrel{(\mathrm{M} 3)}{=} y \cdot 1 \stackrel{(\mathrm{M} 4)}{=} y \cdot\left(x \cdot x^{-1}\right) \stackrel{(\mathrm{M} 1)}{=}(y \cdot x) \cdot x^{-1}=0 \cdot x^{-1} \stackrel{(\mathrm{x})}{=} 0 .
$$

" $\Longleftarrow$ ": Follows from (x)

Definition 3.5. Let $(\mathbb{F},+, \cdot)$ be a field. For $x \in K$ define

$$
\begin{array}{lll}
n x:=x n:=\sum_{j=1}^{n} x, & x^{n}:=\prod_{j=1}^{n} x, & n \in \mathbb{N}_{0}, \\
n x:=x n:=-n(-x), & x^{n}:=\left(x^{-n}\right)^{-1}, & n \in \mathbb{Z} \backslash \mathbb{N}_{0} .
\end{array}
$$

Proposition 3.6. Let $(\mathbb{F},+, \cdot)$ a field and $x, y \in K, n, m \in \mathbb{Z}$.
(i) $n x+m x=(n+m) x, \quad x^{n} \cdot x^{m}=x^{n+m}$,
(ii) $n(m x)=(n m) x, \quad\left(x^{n}\right)^{m}=x^{n \cdot m}$,
(iii) $n(x+y)=n x+n y, \quad(x \cdot y)^{n}=x^{n} \cdot y^{n}$.

Proof. We prove only the last statement. The other ones can be proved in a similar way.
First, let $n \in \mathbb{N}_{0}$.
$\underline{n=0}$ : By Definition 3.5 and (M3): $\quad(x y)^{0}=1=1 \cdot 1=x^{0} \cdot y^{0}$. $n \curvearrowright n+1$ : By Definition 3.5 and the induction hypothesis:

$$
\begin{aligned}
x^{n+1} \cdot y^{n+1} & =\left(x \cdot x^{n}\right) \cdot\left(y \cdot y^{n}\right) \underset{(\mathrm{M} 2)}{(\mathrm{M} 1)}(x \cdot y) \cdot \underbrace{\left(x^{n} \cdot y^{n}\right)}_{=(x \cdot y)^{n}}=(x \cdot y) \cdot(x \cdot y)^{n} \\
& =(x \cdot y)^{n+1} .
\end{aligned}
$$

Now let $n \in \mathbb{Z} \mathbb{N}_{0}$, i. e., $-n \in \mathbb{N}$. By Definition 3.5 and what we have already shown it follows that
$x^{n} \cdot y^{n}=\left(x^{-1}\right)^{-n} \cdot\left(y^{-1}\right)^{-n} \stackrel{\text { a) }}{=}\left(x^{-1} \cdot y^{-1}\right)^{-n} \stackrel{\text { Cor.3.4(viii) }}{=}\left((x \cdot y)^{-1}\right)^{-n}=(x \cdot y)^{n} \cdot \square$
Notation 3.7. Let $(\mathbb{F},+, \cdot)$ a field, $A, B \subseteq K$ and $x \in K$. Then

$$
x+A:=\{x+a: a \in A\}, \quad x A:=\{x a: a \in A\},
$$

$$
A+B:=\{a+b: a \in A, b \in B\}
$$

## Ordered fields

Definition 3.8. A field $(\mathbb{F},+, \cdot,>)$ is an ordered field if $(\mathbb{F},+, \cdot)$ is a field and the property " $>0$ " (positivity) is compatible with + and $\cdot$, i.e., the order axioms hold:
(OA1) For all $x \in K$ exactly one of the following properties holds:

$$
x>0, \quad x=0, \quad-x>0,
$$

(OA2) $x, y \in K, x>0 \wedge y>0 \Longrightarrow x+y>0$.
(OA3) $x, y \in K, x>0 \wedge y>0 \Longrightarrow x \cdot y>0$.
Let $x, y \in K$. Then
$x$ is positive $\quad: \Longleftrightarrow x>0$,
$x$ is negative $\quad: \Longleftrightarrow x<0$,
$x$ is non-negative $: \Longleftrightarrow x \geq 0 \quad: \Longleftrightarrow \quad(x>0 \vee x=0)$
$x$ is non-positive $: \Longleftrightarrow x \leq 0 \quad: \Longleftrightarrow(x<0 \vee x=0)$.
$x<y \quad \Longleftrightarrow \quad \Longleftrightarrow-y<0, \quad x \leq y \quad: \Longleftrightarrow x-y \leq 0$,
$x>y \quad \Longleftrightarrow \quad \Longleftrightarrow x-y>0, \quad x \geq y \quad: \Longleftrightarrow x-y \geq 0$,
$x$ is negative $\quad: \Longleftrightarrow x<0$,
$x$ is non-negative $: \Longleftrightarrow x \geq 0 \quad: \Longleftrightarrow(x>0 \vee x=0)$
$<y \quad: \Longleftrightarrow x-y<0, \quad x<y \quad \Longleftrightarrow x-y<0$
$x>y: \Longleftrightarrow x-y>0, \quad x \geq y: \Longleftrightarrow x-y \geq 0$.

Usually the ordered field $(\mathbb{F},+, \cdot,>)$ is denoted by $K$.
Examples. $(\mathbb{Q},+, \cdot,<)$ and $(\mathbb{R},+, \cdot,<)$ are ordered fields.
The following rules are immediate consequences of the order axioms
Corollary 3.9. For elements $a, x, x^{\prime}, y, y^{\prime}$ in an ordered field $(\mathbb{F},+, \cdot,>)$ the following holds:
(i) Exactly one of the following holds: $x<y, x=y, x>y$.
(ii) $x<y \wedge y<a \Longrightarrow x<a$,
(iii) $x<y \Longrightarrow x+a<y+a$,
(iv) $x<y \wedge x^{\prime}<y^{\prime} \Longrightarrow x+x^{\prime}<y+y^{\prime}$,
(v) $x<y \wedge a>0 \Longrightarrow a \cdot x<a \cdot y$,
$x<y \wedge a<0 \Longrightarrow a \cdot x>a \cdot y$,
(vi) $0 \leq x<y \wedge 0 \leq x^{\prime}<y^{\prime} \Longrightarrow 0 \leq x^{\prime} \cdot x<y^{\prime} \cdot y$,
(vii) $x^{2}>0, x \neq 0$,
(viii) $x>0 \Longrightarrow x^{-1}>0$,
(ix) $0<x<y \Longrightarrow 0<y^{-1}<x^{-1}$,
(x) $1>0$.

Properties (i) and (ii) show that ( $K,>$ ) is a totally ordered set.
Proof. Property (i) is clear.
Proof of (ii): By assumption $y-x>0$ and $a-y>0$, therefore, by by axiom (OA2), $a-x=(a-y)+(y-x)>0$ which is equivalent to $x<a$.
Proof of (vii): If $x>0$ then the assertion follows from axiom (OA3). If $x<0$ then
$x^{2}=(\underbrace{-x})(\underbrace{-x})>0$.
Proof of (viii): $x^{-1}=x \cdot x^{-1} \cdot x^{-1}>0$ by (vii) and axiom (OA3).
Proof of (x): Follows from $1=1 \cdot 1$ and (vii).
For the proof of the other properties, see Exercise 2.1.
Corollary 3.9 shows that the field $\mathbb{F}_{2}$ is not an ordered field since in $\mathbb{F}_{2}$ we have that $1+1=0 \ngtr 0$, in contradiction to property (iv). In general, every ordered field has infinitely many elements. Indeed, assume $(\mathbb{F},+, \cdot,>)$ is a finite ordered field. Since $1>0$ by (vii), property (iv) yields (use induction): $0<\sum_{j=1}^{n} 1, n \in \mathbb{N}$. On the other hand, since $K$ is finite, there is an $m \in \mathbb{N}$ such that $\sum_{j=1}^{m=1} 1=0$.
Definition 3.10. Let $(\mathbb{F},+, \cdot,>)$ be an ordered field.

$$
\begin{aligned}
& K_{+}:=\{x \in K: x>0\}, \quad K_{+}^{0}:=\{x \in K: x \geq 0\}, \\
& K_{-}:=K \backslash K_{+}^{0}=\{x \in K: x<0\} .
\end{aligned}
$$

For $x \in K$ define the absolute value (or modulus) of $x$ by

$$
\operatorname{abs}(x):=|x|:= \begin{cases}x, & \text { if } x \geq 0, \\ -x, & \text { if } x<0,\end{cases}
$$

and the sign of $x$ by

$$
\operatorname{sign}(x):= \begin{cases}x /|x|, & \text { if } x \neq 0, \\ 0, & \text { if } x=0\end{cases}
$$

The functions abs : $K \rightarrow K, x \mapsto \operatorname{abs}(x)$ and sign : $K \rightarrow K, x \mapsto \operatorname{sign}(x)$ are called the absolute value function and sign function

The next proposition states some elementary properties of the absolute value.
Proposition 3.11. Let $(\mathbb{F},+, \cdot,>)$ be an ordered field and $x, y \in K$. Then:
(i) $|x| \geq 0$, and $|x|=0 \Longleftrightarrow x=0$,
(ii) $|-x|=|x|$,
(iii) $x \leq|x|$ and $-x \leq|x|$,
(iv) $|x y|=|x| \cdot|y|$,
(v) $\operatorname{sign}(x) \in\{-1,0,1\}$ and $\operatorname{sign}(x) \cdot \operatorname{abs}(x)=x$.

Fundamental is the so-called triangle inequality.
Theorem 3.12. Let $(\mathbb{F},+, \cdot,>)$ be an ordered field and $x, y \in K$. Then

$$
\begin{equation*}
|x+y| \leq|x|+|y| . \tag{3.1}
\end{equation*}
$$

Proof. Since substituting $x$ by $-x$ and $y$ by $-y$ does not change the formula, we can assume without restriction that $x+y \geq 0$. Now

$$
|x+y|=x+y \geq|x|+|y|
$$

Corollary 3.13. Let $(\mathbb{F},+, \cdot,>)$ be an ordered field and $x, y, z \in K$. Then

$$
|x-y| \leq|x|+|y|, \quad|x+y| \geq||x|-|y|| \quad \text { and } \quad|x-y| \geq||x|-|y|| .
$$

Proof. The first inequality follows directly from the triangle inequality

$$
|x-y|=|x+(-y)| \leq|x|+|-y|=|x|+|y| .
$$

In the same way, the third inequality follows from the second inequality. To prove the second inequality we not that $|x|=|x+y-y| \leq|x+y|-|y|$. Withou restriction we can assume that $|x| \geq|y|$ because the assertion in symmetric in $x$ and $y$. Therefore $|x+y| \geq|x|-|y|=||x|-|y||$.

Theorem 3.14 (Bernoulli's inequality). Let $(\mathbb{F},+, \cdot,>)$ be an ordered field For $x \in K, x \geq-1$ and $n \in \mathbb{N}_{0}$ Bernoulli's inequality holds:

$$
\begin{equation*}
(1+x)^{n} \geq 1+n \cdot x . \tag{3.2}
\end{equation*}
$$

Proof by induction on $n$. $n=0:(1+x)^{0}=1=1+0 \cdot x$. $\overline{n \curvearrowright n+1}$ : The induction hypothesis yields

$$
\begin{aligned}
(1+x)^{n+1} & =\underbrace{(1+x)}_{\geq 0} \cdot \overbrace{(1+x)^{n}} \geq(1+x) \cdot(1+n x)=1+(n+1) \cdot x+\underbrace{n \cdot x^{2}}_{\geq 0} \\
& \geq 1+(n+1) \cdot x .
\end{aligned}
$$

Definition 3.15. (Least-upper-bound-property) An ordered field ( $\mathbb{F},+, \cdot,>$ ) has the least-upper-bound-property if every non-empty subset which has an upper bound has a supremum (least upper bound).
The least upper bound property is also called the (Dedekind) completeness.
Definition and Theorem 3.16. Every ordered field $(\mathbb{F},+, \cdot,>)$ with the least-upper-bound-property has the so-called Archimedean property
(AP) For $x, y \in K, x>0$, there exists an $n \in \mathbb{N}_{0}$ such that

$$
n x>y
$$

Proof. Assume there is no such $n$. Then the non-empty set

$$
M=\left\{n x: n \in \mathbb{N}_{0}\right\}
$$

is bounded by $y$ hence, by the completeness assumption, $\sup M=: s$ exists. Since $0<s-x<s$ there exists an $m_{0} \in \mathbb{N}$ such that $m_{0} x>s-x$ because $s$ is the supremum of $M$ (otherwise $m_{0} x$ would be an upper bound of $M$ which is smaller than $s$ ). This leads to $s<\left(m_{0}+1\right) x \in M$.
Example. $(\mathbb{R},+, \cdot,>)$ und $(\mathbb{Q},+, \cdot,>)$ have the Archimedean property. There exist ordered fields without the Archimedean property.
The Archimedean property implies the following theorem.
Theorem 3.17. Let $(\mathbb{F},+, \cdot,>)$ be an ordered field with the Archimedean property and $x, \varepsilon \in K, \varepsilon>0$.
(i) If $x>1$, then there exists an $N \in \mathbb{N}$ such that
(ii) If $x<1$, then there exists an $N \in \mathbb{N}$ such that

$$
x^{N}<\varepsilon
$$

Proof. (i) Since $x>1$ there exists an $y>0$ such that $x=1+y$. Bernoulli's inequality yields

$$
x^{n}=(1+y)^{n} \geq 1+n y, \quad n \in \mathbb{N}_{0} .
$$

By the Archimedean property (AP) there exists an $N \in \mathbb{N}_{0}$ such that $N y>\varepsilon$, also

$$
x^{N} \geq 1+N y>1+\varepsilon>\varepsilon .
$$

(ii): Since $x^{-1}>1$ and $\varepsilon^{-1}>0$ there exists an $N \in \mathbb{N}_{0}$ such that $0<\varepsilon^{-1}<$
$\left(x^{-1}\right)^{N}=x^{-N}$ by (i), hence $x^{N}<\varepsilon$.

### 3.2 Real numbers

It can be shown that up to isomorphy there is exactly one field $\mathbb{R}$ containing the natural numbers $\mathbb{N}$ satisfying

- the field axioms (A1)-(A4), (M1)-(M4), (D),
- the order axioms (OA1)-(OA3),
- least-upper-bound-property (Definition 3.15).

The existence of the real numbers will be shown in Section 4.6 using Cauchy se quences. Another way to construct the real numbers uses the so-called Dedekind cuts, see for instance [Rud76, Appendix to Chapter 1].

Remark. $\mathbb{N} \subseteq \mathbb{Z} \subseteq \mathbb{Q} \subseteq \mathbb{R}$, and the restriction of the order on $\mathbb{R}$ to $\mathbb{N}$ coincides with the order defined in Definition 2.3.

Special subsets of $\mathbb{R}$ are the intervals:
Definition 3.18. For $a, b \in \mathbb{R}, a<b$, we define the sets

$$
\begin{aligned}
{[a, b]:=\{x \in \mathbb{R}: a \leq x \leq b\} } & & \text { (closed interval), } \\
(a, b):=\{x \in \mathbb{R}: a<x<b\} & & \text { (open interval), } \\
{[a, b):=\{x \in \mathbb{R}: a \leq x<b\} } & & \text { (right half-open interval), } \\
(a, b]:=\{x \in \mathbb{R}: a<x \leq b\} & & \text { (left half-open interval). }
\end{aligned}
$$

Remark. Let $a<b \in \mathbb{R}$. Then $\sup ((a, b))=\sup ((a, b])=\max ((a, b])=b,(a, b)$ has no maximum.

Proposition 3.19. For every $x \in \mathbb{R}_{+}$there exists an $n \in \mathbb{N}_{0}$ with $n \leq x<n+1$.
Proof. Exercise 2.3
Proposition 3.20. Every interval in $\mathbb{R}$ contains a rational number.
Proof. Exercise 2.3
For the proof of the next theorem we use the following
Remark. Let $0<a<b \in \mathbb{R}$ and $n \in \mathbb{N}, n \geq 2$. Then

$$
\begin{equation*}
b^{n}-a^{n}<(b-a) n b^{n-1} . \tag{3.3}
\end{equation*}
$$

Proof. Using $b-a>0$ and $a^{k}<b^{k}, k \in \mathbb{N}_{0}$, we obtain

$$
b^{n}-a^{n}=(b-a)\left(b^{n-1}+b^{n-2} a+\cdots+b a^{n-2}+a^{n-1}\right)<(b-a) n b^{n-1}
$$

Definition and Theorem 3.21. For every real $x>0$ and every $n \in \mathbb{N}$ there is exactly one real $y>0$ such that $y^{n}=x$.
This $y$ is called the nth root of $x$ denoted by $y=: \sqrt[n]{x}=: x^{\frac{1}{n}}$. In addition we defin the nth root of 0 to be 0 .

Proof. Uniqueness: Follows from Corollary 3.9 (vi): $0 \leq y_{1}<y_{2} \Longrightarrow y_{1}^{n}<y_{2}^{n}$. Existence: For $n=1$ choose $y=x$. Now let $n \geq 2$. Let $A:=\left\{t \in \mathbb{R}: t>0, t^{n} \leq x\right\}$. The set $A$ is not empty since it contains $t_{0}:=\frac{x}{1+x}$. (because $0<t_{0}<1$ and therfore $\left.t_{0}^{n}<t_{0}<x\right)$. Moreover, the set is bounded from above since $(1+x)^{2}>1+x>x$. Since $\mathbb{R}$ has the least-upper-bound-property,

$$
y:=\sup A
$$

exists. We want to show that $y^{n}=x$.

Step 1: Show $y^{n} \leq x$. Assume that $y^{n}>x$. Then there exists an $h \in \mathbb{R}$ such that

$$
0<h<\min \left\{1, \frac{x-y^{n}}{n(y+1)^{n-1}}\right\} .
$$

The inequality (3.3) (with $a=y$ and $b=y+h$ ) yields

$$
(y+h)^{n}-y^{n}<y n(y+h)^{n-1}<y n(y+1)^{n}<x-y^{n} .
$$

Since $(y+h)^{n}<x$ it follows that $y+h \in A$ in contradiction to $y$ being an upper bound of $A$.
Step 2: Show $y^{n} \geq x$. Assume that $y^{n}<x$. Then

$$
k:=\frac{y^{n}-x}{n y^{n-1}} .
$$

satisfies $0<k<y$. Inequality (3.3) yields for all $t \geq y-k$ that

$$
y^{n}-t^{n} \leq y^{n}-(y-k)^{n}<n k y^{n-1}=y^{n}-x .
$$

Therefore, $[y-k, \infty) \cap A=\emptyset$. Since $y$ is an upper bound of $A$, also $y-k$ is an upper bound of $A$, in contradiction to $y$ being the least upper bound of $A$. Since we have shown that $y^{n} \leq x$ and $y^{n} \geq x$ it follows that $y^{n}=x$.

## The extended real line

Definition 3.22. The extended real line is $\overline{\mathbb{R}}:=\mathbb{R} \cup\{-\infty, \infty\}$ with the convention that $-\infty<x<\infty$ for all $x \in \mathbb{R}$.
$\overline{\mathbb{R}}$ is not a field but for $x \in \mathbb{R}$ we define

$$
\begin{gathered}
x+\infty=\infty+x=\infty, \quad x-\infty=-\infty+x=-\infty, \quad \frac{x}{\infty}=\frac{x}{-\infty}=0, \\
\infty \cdot x=x \cdot \infty=\left\{\begin{array}{ll}
\infty & \text { if } x>0, \\
-\infty & \text { if } x<0,
\end{array} \quad-\infty \cdot x=x \cdot(-\infty)= \begin{cases}-\infty & \text { if } x>0, \\
\infty & \text { if } x<0\end{cases} \right.
\end{gathered}
$$

For $a, b \in \mathbb{R}$ let

$$
\begin{gathered}
(-\infty, b]:=\{x \in \mathbb{R}: x \leq b\}, \quad[a, \infty):=\{x \in \mathbb{R}: x \geq a\} \\
(-\infty, b):=\{x \in \mathbb{R}: x<b\}, \quad(a, \infty):=\{x \in \mathbb{R}: x>a\} \\
(-\infty, \infty):=\mathbb{R}
\end{gathered}
$$

Definition 3.23. Let $A \subset \mathbb{R}$. We define

$$
\begin{gathered}
\sup A=\infty \quad \text { if } A \text { has no upper bound, } \\
\sup A=-\infty \quad \text { if } A \text { has no lower bound, } \\
\sup \emptyset=-\infty, \quad \inf \emptyset=\infty .
\end{gathered}
$$

### 3.3 Complex field

Definition 3.24. A complex number is an element $(a, b) \in \mathbb{R} \times \mathbb{R}$. The set of all complex numbers is denoted by $\mathbb{C}$. Two complex numbers $z_{1}=\left(a_{1}, b_{1}\right)$ and $z_{2}=\left(a_{2}, b_{2}\right)$ are equal if and only if $a_{1}=a_{2}$ and $b_{1}=b_{2}$.

On $\mathbb{C}$ the operations + and $\cdot$ are defined by

$$
\begin{aligned}
+: & \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}, \quad(a, b)+(c, d):=(a+c, b+d), \\
: & : \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}, \quad(a, b) \cdot(c, d):=(a c-b d, a d+b c) .
\end{aligned}
$$

The absolute value (or modulus) of a complex number $z=(a, b)$ is

$$
|z|:=\left(a^{2}+b^{2}\right)^{\frac{1}{2}} \in \mathbb{R} .
$$

The complex conjugation is the map

$$
\mathbb{C} \rightarrow \mathbb{C}, \quad z=(a, b) \mapsto \bar{z}:=(a,-b) .
$$

For a complex number $z=(a, b)$ we set

$$
\operatorname{Re} z:=a \quad(\text { real part of } z), \quad \operatorname{Im} z:=a \quad \text { (imaginary part of } z) .
$$

Straightforward calculations show:
Proposition 3.25. $(\mathbb{C},+, \cdot)$ is a field with additive identity $(0,0)$ and multiplicative identity $(1,0)$. For $z=(a, b)$ the additive inverse is $-z=(-a,-b)$. If $z \neq(0,0)$, then its multiplicative inverse is $z^{-1}=\left(a /|z|^{2},-b /|z|^{2}\right)$.
Since $(a, 0)+(b, 0)=(a+b, 0)$ and $(a, 0) \cdot(b, 0)=(a \cdot b, 0)$ for all $a, b \in \mathbb{R}$, the field can be identified with the subfield $\{(a, 0): a \in \mathbb{R}\} \subset \mathbb{C}$ via the field homomorphism $\mathbb{R} \rightarrow \mathbb{C}, a \mapsto(a, 0)$. Note that $|(a, 0)|=\sqrt{a^{2}}=|a|$ in agreement with the definition of the absolute value of real numbers.
Definition 3.26. i : $=(0,1)$.
Theorem 3.27. (i) $\mathrm{i}^{2}=-1$,
(ii) $(a, b)=a+\mathrm{i} b, a, b \in \mathbb{R}$.

Proof. (i) $\mathrm{i}^{2}=(0,1)^{2}=(0,1)(0,1)=(0-1,0+0)=(-1,0)=-1$.
(ii) $a+\mathrm{i} b=(a, 0)+(0,1)(b, 0)=(a, 0)+(0, b)=(a, b)$.

The preceding theorem shows that calculations with complex numbers can be carried out as for real numbers, when taking into account that $\mathrm{i}^{2}=-1$.
The next proposition collects often used properties of complex numbers.
Proposition 3.28. Let $z, w \in \mathbb{C}$.
(i) $\overline{\bar{z}}=z, z=\bar{z} \Longleftrightarrow \operatorname{Re} z=0, z=-\bar{z} \Longleftrightarrow \operatorname{Im} z=0$,
(ii) $\overline{z+w}=\bar{z}+\bar{w}$
(iii) $\overline{z w}=\bar{z} \bar{w}$, in particular $\bar{z}^{-1}=\overline{z^{-1}}$ for $z \neq 0$,
(iv) $z+\bar{z}=2 \operatorname{Re} z, \quad z-\bar{z}=2 \operatorname{in} z$,
(v) $z \bar{z}=|z|^{2} \geq 0$ and $|z|=0 \Longleftrightarrow z=0$,
(vi) $|z|=|\bar{z}|$,
(vii) $|z w|=|z||w|$, in particular $\left|z^{-1}\right|=|z|^{-1}$ for $z \neq 0$.
(viii) $|\operatorname{Re} z| \leq|z|, \quad|\operatorname{Im} z| \leq|z|$,
(ix) $|z+w| \leq|z|+|w|$.

Proof. (i), (ii), (iii), (iv), (v) and (vi) are easy to check
For the proof of (vii), let $z=a+\mathrm{i} b, w=c+\mathrm{i} d$ with $a, b, c, d \in \mathbb{R}$. Then
$|z w|^{2}=|(a+\mathrm{i} b)(c+\mathrm{i} d)|^{2}=|(a c-b d)+\mathrm{i}(a d+b c)|^{2}=(a c-b d)^{2}+(a d+b c)^{2}$ $=a^{2} c^{2}+b^{2} d^{2}+a^{2} d^{2}+b^{2} c^{2}=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=|z|^{2}|w|^{2}$.

Taking the square root yields the assertion.
The assertion about the real part of $z$ in (viii) follows from

$$
|\operatorname{Re} z|^{2}=|a|^{2}=a^{2} \leq a^{2}+b^{2}=|z|^{2} .
$$

The assertion about the imaginary part is proved analogously.
In order to prove the triangle inequality in (ix), note that $w \bar{z}=\overline{\bar{w} z}$, hence
$|z+w|^{2}=(z+w)(\bar{z}+\bar{w})=z \bar{z}+w \bar{w}+z \bar{w}+w \bar{z}=|z|^{2}+|w|^{2}+z \bar{w}+\overline{z \bar{w}}$ $=|z|^{2}+|w|^{2} w+2 \operatorname{Re}(z \bar{w}) \leq|z|^{2}+|w|^{2}+2|\operatorname{Re}(z \bar{w})|$ $\left.\leq|z|^{2}+|w|^{2}+2 \mid z \bar{w}\right)\left|=|z|^{2}+|w|^{2}+2\right| z\left||w|=(|z|+|w|)^{2}\right.$

The assertion follows by taking the square root.
Remark. Note that $\mathbb{C}$ cannot be ordered because $\mathrm{i}^{2}=-1<0$ (cf. Corollary 3.9 (vii)).

## Chapter 4

## Sequences and Series

In this chapter, the notion of convergence is introduced, one of the most important concepts in analysis. To this end, it is necessary to consider the distance of points in a given set which leads to the definition of metric spaces. Next we deal with sequences in metric spaces and give criteria for convergence in divergence. If, in ad sequences in metric spaces and give criteria for convergence in divergence. If, in ad-
dition, the metric space is equipped with the structure of a vector space compatible dition, the metric space is equipped with the structure of a vector space compatible sequences can be established.

### 4.1 Metric spaces

A metric space is a set of points $X$ together with a function $X \times X \rightarrow \mathbb{R}$ that measures the distance between two points in $X$ and satisfies the properties that are expected from a distance.

Definition 4.1. Let $X$ be a set. A metric on $X$ is a function

(i) $d(x, y)=0 \Longleftrightarrow x=y$,
(ii) $d(x, y)=d(y, x), x, y \in X$
(symmetry),
(iii) $d(x, y) \leq d(x, z)+d(z, y), x, y, z \in X$.
(triangle inequality).
Then, $(X, d)$ is called a metric space and $d(x, y)$ is the distance between the points $x, y \in X$.

Note that the definition of $d$ implies

$$
d(x, y) \geq 0, \quad x, y \in X,
$$

since the triangle inequality yields $0=d(x, x) \leq d(x, y)+d(y, x)=2 d(x, y)$.
Examples. (i) Any set $X$ with $|X| \leq 1$,
(ii) $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ with $d(x, y)=|x-y|$ are metric spaces. If not stated explicitely otherwise, we always consider $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ as equipped with this metric.
(iii) Let $\mathbb{F}=\mathbb{Q}, \mathbb{R}$ or $\mathbb{C}$ and $n \in \mathbb{N}$. Then $\mathbb{F}^{n}$ with the Euclidean metric

is a metric space. Note that for $n=1$ the euclidian metric coincides with the metric defined in (iii).
(iv) The set $X$ with the discrete metric

$$
d(x, y)= \begin{cases}0, & x=y, \\ 1, & x \neq y .\end{cases}
$$

Remark. Let $(X, d)$ be a metric space and $Y \subseteq X$ a subset. Then $\left(Y,\left.d\right|_{Y \times Y}\right)$ is also a metric space.
Special subsets of metric spaces are open and closed balls.
Definition 4.2. Let $(X, d)$ be a metric space. For $a \in X$ and $r \in \mathbb{R}_{+}$we define
$B_{r}(a):=\{x \in X: d(a, x)<r\}=:$ open ball with centre at $a$ and radius $r$,
$K_{r}(a):=\{x \in X: d(a, x) \leq r\}=:$ closed ball with centre at $a$ and radius $r$.
Example. In the special case of $\mathbb{R}$ the open balls are exactly the open intervals, and the closed balls are the closed intervals

Definition 4.3. Let $(X, d)$ be a metric space. For a subset $M \subseteq X$

$$
\operatorname{diam} M:=\sup \{d(x, y): x, y \in M\}
$$

is the diameter of $M . M$ is called bounded if diam $M<\infty$.
Remark. (Exercise 3.2)

- $M$ bounded $\Longleftrightarrow \exists a \in X, r>0: M \subset B_{r}(a)$.
- A subset $M \subseteq \mathbb{R}$ is bounded in the sense of Definition 1.1 (as subset of an ordered set) if and only if it is bounded in the sense of Definition 4.3 (as subset of a metric space)
- A subset $M \subseteq \mathbb{R}$ is bounded if and only if there exist $a, \in \mathbb{R}$ and $r>0$ such that $M \subseteq B_{r} \overline{(a)}$.


### 4.2 Sequences in metric spaces

Definition 4.4. Let $(X, d)$ be a metric space. A sequence in $X$ is a map

$$
\mathbb{N} \rightarrow X, \quad n \mapsto x_{n} \in X .
$$

The sequence is usually denoted by

$$
\left(x_{n}\right)_{n \in \mathbb{N}}, \quad\left(x_{n}\right)_{n=1}^{\infty}, \quad \text { or } \quad\left(x_{1}, x_{2}, \ldots\right) .
$$

The $x_{n}$ are called terms of the sequence.

The important properties of the domain of a sequence are that it is countable and ordered. Therefore, instead of the index set $\mathbb{N}$ any subset $M=\{m, m+1, m+$ $2, \ldots\} \subseteq \mathbb{Z}$ can be used as domain of a sequence (note that there is an order preserving bijection between $\mathbb{N}$ and $M$ ).
Since a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in a metric space $(X, d)$ defines the set $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq X$, one writes $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$.

## Examples (Sequences in $\mathbb{R}$ ).

- $x_{n}:=a, n \in \mathbb{N}$ for some $a \in \mathbb{R}:(a, a, a, \ldots) \quad$ (constant sequence),
- $x_{n}=\frac{1}{n}, n \in \mathbb{N}:\left(1, \frac{1}{2}, \frac{1}{3}, \ldots\right)$,
- $x_{n}=x^{n}, n \in \mathbb{N}$, for a fixed $x \in \mathbb{R}:\left(x, x^{2}, x^{3}, \ldots\right)$,
- $x_{n}=(-1)^{n}, n \in \mathbb{N}:(-1,1,-1, \ldots)$,
- $x_{0}=1, x_{1}=1, x_{n+1}=x_{n-1}+x_{n}, n \in \mathbb{N}:(1,1,2,3,5, \ldots)$ (Fibonacci sequence).

Definition 4.5. Let $(X, d)$ be a metric space. A sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ is said to be convergent if and only if

$$
\exists a \in X \quad \forall \varepsilon>0 \quad \exists N \in \mathbb{N} \quad \forall n \geq N \quad d\left(x_{n}, a\right)<\varepsilon .
$$

The sequence is then said to converge to $a$, and $a$ is called the limit of $\left(x_{n}\right)_{n \in \mathbb{N}}$ denoted by

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{n}=a, \quad \text { or } \quad x_{n} \xrightarrow{n \rightarrow \infty} a, \quad \text { or } \quad x_{n} \rightarrow a, n \rightarrow \infty . \tag{4.1}
\end{equation*}
$$

A sequence is said to be divergent if it does not converge.
The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is said to be bounded if $\left\{x_{n}: n \in \mathbb{N}\right\}$ is bounded in $X$.
(Here and in the following, a statement like $\varepsilon>0$ always means $\varepsilon \in \mathbb{R}, \varepsilon>0$.)
The definition says that a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ converges to $a \in X$ if and only if for every $r>0$ almost all (i. e.all with exception of finitely many) $x_{n}$ lie in $B_{r}(a)$. The next theorem justifies the notation $a=\lim _{n \rightarrow \mathbb{N}} x_{n}$ in (4.1).

Theorem 4.6 (Uniqueness of the limit). The limit of convergent sequence in a metric space is unique.

Proof. Let $(X, d)$ be a metric space and $\left(x_{n}\right)_{n \in \mathbb{N}}$ a convergent sequence in $X$. Let $a, b \in X$ such that $x_{n} \rightarrow a$ and $x_{n} \rightarrow b$ for $n \rightarrow \infty$ and $a \neq b$. Then $d(a, b)>0$ and there exist $N_{a}, N_{b} \in \mathbb{N}$ such that

$$
d\left(x_{n}, a\right)<\frac{d(a, b)}{2}, n \geq N_{a}, \quad d\left(x_{n}, b\right)<\frac{d(a, b)}{2}, n \geq N_{b} .
$$

Let $N=\max \left\{N_{a}, N_{b}\right\}$. Then the triangle inequality yields for $n \geq N$ the contradiction

$$
d(a, b) \leq d\left(x_{n}, a\right)+d\left(x_{n}, b\right)<\frac{d(a, b)}{2}+\frac{d(a, b)}{2}=d(a, b) .
$$

$\square$
(i) $x_{n}=a, n \in \mathbb{N}$, for some $a \in \mathbb{R}:\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded and $\lim _{n \rightarrow \infty} x_{n}=a$.
(ii) $x_{n}=\frac{1}{n}, n \in \mathbb{N}$. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded and converges to 0 .

Proof. The sequence is bounded because $\left\{\frac{1}{n}: n \in \mathbb{N}\right\} \subseteq B_{2}(0)$. To prove the convergence, let $\varepsilon>0$. By the Archimedean property, there exists an $N \in \mathbb{N}$ such that $N>\frac{1}{\varepsilon}$. It follows that

$$
\left|x_{n}-0\right|=\frac{1}{n} \leq \frac{1}{N}<\varepsilon, \quad n \geq N .
$$

$\square$
(iii) $x_{n}=(-1)^{n}, n \in \mathbb{N}$. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded and divergent.

Proof. The sequence is bounded since $\left\{(-1)^{n}: n \in \mathbb{N}\right\}=\{-1,1\} \subseteq B_{2}(0)$. Let $0<\varepsilon<\frac{1}{2}$ and assume that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to some $a \in \mathbb{R}$. Then there exists an $N \in \mathbb{N}$ such that $d\left(x_{n}, a\right)<\varepsilon, n \geq N$. By the triangle inequality, it follows that

$$
2=d\left(x_{N}, x_{N+1}\right) \leq d\left(x_{N}, a\right)+d\left(x_{N+1}, a\right)<\frac{1}{2}+\frac{1}{2}=1
$$

Therefore $\left((-1)^{n}\right)_{n \in \mathbb{N}}$ does not converge in $\mathbb{R}$.
$\square$
(iv) $\lim _{n \rightarrow \infty} \frac{n}{n+1}=1$. (Exercise)
(v) $\lim _{n \rightarrow \infty} \frac{n}{2^{n}}=0$. (see Exercise 3.4)

Theorem 4.8. In metric space every convergent sequence is bounded.
Note that not every bounded sequence converges as Example 4.7 (iii) shows.
Proof of Theorem 4.8. Let $(X, d)$ be a metric space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ a convergent subsequence and $a:=\lim _{n \rightarrow \mathbb{N}} x_{n}$. Then there exists an $N \in \mathbb{N}$ such that

$$
d\left(x_{n}, a\right)<1, \quad n \geq N .
$$

Let $R:=\max \left\{d\left(a, x_{1}\right), d\left(a, x_{2}\right), \ldots, d\left(a, x_{N-1}\right)\right\}+1$. Then $d\left(a, x_{n}\right)<R$ for all $n \in \mathbb{N}$, hence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq B_{R}(a)$.
Definition 4.9. Let $(X, d)$ be a metric space. A sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ is called a Cauchy sequence in $X$ if and only if

$$
\forall \varepsilon>0 \quad \exists N \in \mathbb{N} \quad \forall n, m \geq N \quad d\left(x_{n}, x_{m}\right)<\varepsilon .
$$

Theorem 4.10. In a metric space, every convergent sequence is a Cauchy sequence
Proof. Let $(X, d)$ be a metric space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ a convergent sequence and $a:=$ $\lim _{n \rightarrow \infty} x_{n}$. Let $\varepsilon>0$. Then there exists a $N \in \mathbb{N}$ such that

$$
d\left(x_{n}, a\right)<\frac{\varepsilon}{2}, \quad n \geq N .
$$

Therefore, by the triangle inequality,

$$
d\left(x_{n}, x_{m}\right) \leq d\left(x_{n}, a\right)+d\left(x_{m}, a\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon, \quad n, m \geq N .
$$

Note that the converse is not true.

Example. Consider the metric spaces $(\mathbb{R}, d)$ and the subspace $\left((0,1),\left.d\right|_{(0,1)}\right)$ where $d$ is the usual metric on $\mathbb{R}$. Let $x_{n}=\frac{1}{n}, n \in \mathbb{N}$. We already showed that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to 0 in $\mathbb{R}$, hence it is also a Cauchy sequence. Since $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq(0,1)$ and the metric on $(0,1)$ is a restriction of the metric on $\mathbb{R}$, the sequence is also a Cauchy sequence in $\left((0,1),\left.d\right|_{(0,1)}\right)$. But the sequence does not converge in $\left((0,1),\left.d\right|_{(0,1)}\right)$. Indeed, if it would converge to some $a \in(0,1)$, then it would converge to $a$ also in the metric space $(\mathbb{R}, d)$. The uniqueness of the limit would imply $a=0$, in contradiction to $a \notin(0,1)$.

A metric space in which every Cauchy sequence converges is called a complete metric space.

## Examples 4.11. - $\mathbb{Q}$ is not a complete metric space.

- The metric spaces $\mathbb{R}, \mathbb{C}, \mathbb{R}^{n}, \mathbb{C}^{n}$ are complete.

The completeness of $\mathbb{R}$ is equivalent to the least-upper-bound-property on $\mathbb{R}$.
Theorem 4.12. In a metric space, every Cauchy sequence is bounded.
Proof. Let ( $X, d$ ) be a metric space and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ a Cauchy sequence. Then there exists an $N \in \mathbb{N}$ such that

$$
d\left(x_{n}, x_{m}\right)<1, \quad n, m \geq N .
$$

Hence, by the triangle inequality,

$$
d\left(x_{1}, x_{n}\right) \leq d\left(x_{1}, x_{N}\right)+d\left(x_{N}, x_{n}\right)<d\left(x_{1}, x_{N}\right)+1 .
$$

Let $R:=\max \left\{d\left(x_{1}, x_{2}\right), d\left(x_{1}, x_{3}\right), \ldots, d\left(x_{1}, x_{N}\right)\right\}+1$. Then $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq B_{R}\left(x_{1}\right)$ which implies the assertion.

Definition 4.13. Let $(X, d)$ be a metric space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ a sequence in $X$ and $\rho: \mathbb{N} \rightarrow \mathbb{N}$ such that $\rho(n)<\rho(n+1), n \in \mathbb{N}$. Then $\left(x_{\rho(n)}\right)_{n \in \mathbb{N}}$ is called a subsequence of $\left(x_{n}\right)_{n \in \mathbb{N}}$.
Theorem 4.14. Let $(X, d)$ be a metric space and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$.
(i) If $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges, then every subsequence converges and has the same limit.
(ii) If $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence and contains a convergent subsequence, then it converges.

Proof. (i): Let $\left(x_{\rho(n)}\right)_{n \in \mathbb{N}}$ be a subsequence of the convergent sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ and let $a:=\lim _{n \rightarrow \infty} x_{n}$. Let $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that $d\left(x_{n}, a\right)<\varepsilon, n \geq N$. Now choose $M \in \mathbb{N}$ such that $\rho(M) \geq N$. Since $\rho(n) \geq N$ for all $n \geq M$, it follows that $d\left(x_{\rho(n)}, a\right)<\varepsilon, n \geq M$.
(ii) Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq X$ be a Cauchy sequence with the convergent subsequence $\left(x_{\rho(n)}\right)_{n \in \mathbb{N}}$. Let $a:=\lim _{n \in \mathbb{N}} x_{n}$ and $\varepsilon>0$. By assumption, there exists an $K \in \mathbb{N}$ such that $d\left(x_{\rho(k)}, a\right)<\frac{\varepsilon}{2}$ for $k \geq K$ and an $M \in \mathbb{N}$ such that $d\left(x_{n}, x_{m}\right)<\frac{\varepsilon}{2}$ $n, m>M$.
Let $N:=\max \{K, M\}$. Then, using that $\rho(k) \geq k$ for all $k \in \mathbb{N}$, we obtain

$$
d\left(x_{n}, a\right) \leq d\left(x_{n}, x_{\rho(N)}\right)+d\left(x_{\rho(N)}, a\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon, \quad n \geq \rho(N) .
$$

### 4.3 Sequences in normed spaces

Next we want to consider metric spaces with the additional structure of a vecto space such that the metric is compatible with the algebraic structure.

Definition 4.15. Let $\mathbb{F}$ be a field. A set $V$ is called a $\mathbb{F}$-vector space if there are operations

$$
+: V \times V \rightarrow V, \quad(x, y) \mapsto x+y, \quad x, y \in V
$$

(Addition),
$\cdot K \times V \rightarrow V, \quad(\lambda, x) \mapsto \lambda \cdot x, \quad \lambda \in K, x \in V$
(scalar multiplication),

## satisfying the following axioms:

## Axioms of vector space addition

$(\mathrm{VS} 1) x+(y+z)=(x+y)+z, \quad x, y, z \in V$,
(VS2) $x+y=y+x, \quad x, y \in V$,
VS3) $\exists 0_{V} \in V \forall x \in V: x+0_{V}=x$,
(VS4) $\forall x \in V \exists-x \in V: x+(-x)=0_{V}$

## Axioms of scalar multiplication

(VS5) $\lambda \cdot(x+y)=\lambda \cdot x+\lambda \cdot y, \quad \lambda \in \mathbb{F}, x, y \in V$,
(VS6) $(\lambda+\mu) \cdot x=\lambda \cdot x+\mu \cdot x, \quad \lambda, \mu \in \mathbb{F}, x \in V$,
(VS7) $\lambda \cdot(\mu \cdot x)=(\lambda \cdot \mu) \cdot x, \quad \lambda, \mu \in \mathbb{F}, x \in V$,
(VS8) $1 \cdot x=x, \quad x \in V$.
The elements of $V$ are called vectors, the elements of $\mathbb{F}$ are called scalars. It is custom to write $\lambda x$ instead of $\lambda \cdot x$ for $\lambda \in \mathbb{F}$ and $x \in V$.
Corollary 4.16. Let $V$ be a $\mathbb{F}$-vector space. Then:
(i) $0_{V}$ and $-x$ are uniquely determined,
(ii) $0 \cdot x=0_{V}, \quad x \in V$,
(iii) $(-1) \cdot x=-x, \quad x \in V$.

Proof. (i) Analogously to the proof of uniqueness of the additive identity in fields (Corollary 3.4)
(ii) Let $\lambda=1, \mu=0 \in \mathbb{F}$ and $x \in V$ arbitrary. By axiom (VS6) it follows that

$$
x \stackrel{(\mathrm{VS} 8)}{=} 1 \cdot x=(1+0) \cdot x \stackrel{(\mathrm{VS} 6)}{=} 1 \cdot x+0 \cdot x \stackrel{(\mathrm{VS} 8)}{=} x+0 \cdot x .
$$

Therefore $0 \cdot x=0_{V}$ by the uniqueness of $0_{V}$ shown in (i)
(iii) Let $\lambda=1, \mu=-1$ and $x \in V$ arbitrary. Then

$$
0_{V} \stackrel{(\mathrm{ii)}}{=} 0 \cdot x=(1-1) \cdot x \stackrel{(\mathrm{VS} 6)}{=} 1 \cdot x+(-1) \cdot x, \stackrel{(\mathrm{VS} 8)}{=} x+(-1) \cdot x .
$$

Therefore ( -1 ) $\cdot x=-x$ by the uniqueness of $-x$ shown in (i).
Examples. - Every field $\mathbb{F}$ is a $\mathbb{F}$-vector space.

- Let $\mathbb{F}$ be a field and $n=1$. For $x=\left(x_{j}\right)_{j=1}^{n}, y=\left(y_{j}\right)_{j=1}^{n} \in \mathbb{F}^{n}=\mathbb{F} \times \cdots \mathbb{F}$ and $\lambda \in \mathbb{F}$ let

$$
\begin{aligned}
x+y & :=\left(x_{j}+y_{j}\right)_{j=1}^{n}=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right), \\
\lambda \cdot x & :=\left(\lambda x_{j}\right)_{j=1}^{n}=\left(\lambda x_{1}, \ldots, \lambda x_{n}\right) .
\end{aligned}
$$

It is easy to check that $\mathbb{F}^{n}$ is a $\mathbb{F}$-vector space. For $n=1$ this vector space coincides with the vector space above.

- $\mathbb{C}$ is a $\mathbb{R}$-vector space; $\mathbb{R}$ is a $\mathbb{Q}$-vector space.
- Let $\mathbb{F}$ be a field, $X \neq$ a set and denote the set of all functions $f: X \rightarrow \mathbb{F}$ by $K^{X}$. For $f, g \in \mathbb{F}^{X}$ and $\lambda \in \mathbb{F}$ define

$$
\begin{array}{rll}
f+g: X \rightarrow \mathbb{F}, & (f+g)(x)=f(x)+g(x), & x \in X, \\
\lambda \cdot f: X \rightarrow \mathbb{F}, & (\lambda \cdot f)(x)=\lambda f(x), & x \in X .
\end{array}
$$

Then $K^{X}$ is a $\mathbb{F}$-vector space.
Now we want to equip a vector space $V$ with a metric that is compatible with the algebraic structure on $V$.

Definition 4.17. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $V$ a $\mathbb{F}$-vector space. A norm on $V$ is a map

$$
\|\cdot\|: V \rightarrow \mathbb{R}, \quad x \mapsto\|x\|
$$

such that
(i) $\|x\|=0 \Longleftrightarrow x=0, \quad x \in V$,
(ii) $\|\lambda x\|=|\lambda|\|x\|, \quad \lambda \in \mathbb{F}, x \in V$,
(iii) $\|x+y\| \leq\|x\|+\|y\|, \quad x, y \in V$

Then $(V,\|\cdot\|)$ is called a normed space.
Remark. Instead of $\mathbb{R}$ or $\mathbb{C}, \mathbb{F}$ can be any field with a norm in the sense above. Usually we always deal with $\mathbb{R}$ - or $\mathbb{C}$-vector spaces.

Immediately from the definition of a normed spaces follows the following proposition.

Proposition 4.18. Every normed space $(V,\|\cdot\|)$ is metric space with the metric

$$
d(x, y):=\|x-y\|, \quad x, y \in V .
$$

In particular, $\|x\|=d(x, 0) \geq 0, x \in V$.
Using the proposition above, convergent sequences and Cauchy sequences are also defined in normed spaces. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in the normed space $(V,\|\cdot\|)$. Then

- $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to $a \in V: \Longleftrightarrow \forall \varepsilon>0 \exists N \in \mathbb{N} \forall n \geq N\left\|x_{n}-a\right\|<\varepsilon$.
- $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $V$

$$
\Longleftrightarrow \forall \varepsilon>0 \exists N \in \mathbb{N} \forall m, n \geq N\left\|x_{n}-x_{m}\right\|<\varepsilon .
$$

Definition 4.19. A normed space in which every Cauchy sequence converges is called a Banach space.
In the following, $\mathbb{F}$ is always assumed to be $\mathbb{R}$ or $\mathbb{C}$.
Examples. - Every ordered field is a normed space with the absolute value as norm.

- $\mathbb{Q}$ with the norm $\|x\|=|x|$ is a normed space but it is not complete.
- $\mathbb{R}$ and $\mathbb{C}$ with the norm $\|x\|=|x|$ are Banach spaces.
- If $\mathbb{F}=\mathbb{R}^{n}$ or $\mathbb{C}^{n}, n \in \mathbb{N}$ and

$$
\|x\|=\sqrt{\left|x_{1}\right|^{2}+\cdots+\left|x_{n}\right|^{2}}, \quad x=\left(x_{j}\right)_{j=1}^{n} \in \mathbb{F}^{n},
$$

then $\left(\mathbb{F}^{n},\|\cdot\|\right)$ are Banach spaces. The norm $\|\cdot\|$ is called the Euclidean norm on $\mathbb{F}^{n}$.
Analogously to Corollary 3.13 for ordered fields the following lemma can be shown:
Lemma 4.20. Let $(V,\|\cdot\|)$ be a normed space. Then

$$
\mid\|x\|-\|y\|\|\leq\| x-y\|\leq\| x\|+\| y \|, \quad x, y \in V .
$$

Proposition 4.21. Let $(V,\|\cdot\|)$ be a normed space over $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$.
(i) $\left(x_{n}\right)_{n \in \mathbb{N}}$ Cauchy sequence in $V \Longrightarrow\left(\left\|x_{n}\right\|\right)_{n \in \mathbb{N}}$ Cauchy sequence in $\mathbb{R}$.
(ii) $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges in $V \Longrightarrow\left(\left\|x_{n}\right\|\right)_{n \in \mathbb{N}}$ converges in $\mathbb{R}$.

$$
\text { In this case: }\left\|\lim _{n \rightarrow \infty} x_{n}\right\|=\lim _{n \rightarrow \infty}\left\|x_{n}\right\| \text {. }
$$

Proof. (i) Let $\varepsilon>0$. Since $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence, there exists an $N \in \mathbb{N}$ such that

$$
\left|\left\|x_{n}\right\|-\left\|x_{m}\right\|\right| \leq\left\|x_{n}-x_{m}\right\|<\varepsilon, \quad m, n \geq N
$$

(ii) Let $\varepsilon>0$. Let $\varepsilon>0$ and let $\lim _{n \rightarrow \infty} x_{n}:=a$. Then there is an $N \in \mathbb{N}$ such that

$$
\left|\left\|x_{n}\right\|-\|a\|\right| \leq\left\|x_{n}-a\right\|<\varepsilon, \quad n \geq N .
$$$\square$

Note that in both cases the converse direction is wrong as the example $\left((-1)^{n}\right)_{n \in \mathbb{N}}$ shows. Moreover, any normed space over a non-complete field $\mathbb{F}$ is not complete.

Proposition 4.22. Let $(V,\|\cdot\|)$ be a normed space over $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $\left(x_{n}\right)_{n \in \mathbb{V}}$ $a$ sequence in $V$.
(i) $\lim _{n \rightarrow \infty} x_{n}=0 \Longleftrightarrow \lim _{n \rightarrow \infty}\left\|x_{n}\right\|=0$,
(ii) $\lim _{n \rightarrow \infty} x_{n}=a \Longleftrightarrow \lim _{n \rightarrow \infty}\left(x_{n}-a\right)=0, \Longleftrightarrow \lim _{n \rightarrow \infty}\left\|x_{n}-a\right\|=0$,
(iii) If there exists a sequence $\left(\lambda_{n}\right)_{\lambda \in \mathbb{N}} \subseteq \mathbb{F}$ and an $N_{0} \in \mathbb{N}$, such that $\lambda_{n} \rightarrow 0$, $n \rightarrow \infty$ and

$$
\left\|x_{n}\right\| \leq\left|\lambda_{n}\right|, \quad n \geq N_{0}
$$

then $\lim _{n \rightarrow \infty} x_{n}=0$.

Proof. (i) and (ii) are immediate consequences of Proposition 4.21. For the proof of (iii) fix an $\varepsilon>0$. Then there is an $N \in \mathbb{N}$ such that $\left|\lambda_{n}\right|<\varepsilon, n \geq N$. Hence

$$
\left\|x_{n}\right\| \leq\left|\lambda_{n}\right|<\varepsilon, \quad n \geq \max \left\{N_{0}, N\right\}
$$

Next we show that the algebraic operations on a normed space and taking limits are compatible on a normed space.

Theorem 4.23. Let $(V,\|\cdot\|)$ be a normed space over a field $\mathbb{F}$ and let $\lambda \in \mathbb{F}$.
(i) If $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$ are Cauchy sequences in $V$ then so are

$$
\left(a_{n}+b_{n}\right)_{n \in \mathbb{N}} \quad \text { and } \quad\left(\lambda a_{n}\right)_{n \in \mathbb{N}} .
$$

(ii) If $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$ are convergent sequences in $V$ then so are

$$
\left(a_{n}+b_{n}\right)_{n \in \mathbb{N}} \quad \text { and } \quad\left(\lambda a_{n}\right)_{n \in \mathbb{N}},
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n}+b_{n}\right)=\lim _{n \rightarrow \infty} a_{n}+\lim _{n \rightarrow \infty} b_{n}, \quad \lim _{n \rightarrow \infty} \lambda a_{n}=\lambda \lim _{n \rightarrow \infty} a_{n} .
$$

Proof. (i) Let $\varepsilon>0$. Then there exist $N_{a} \in \mathbb{N}$ and $N_{b} \in \mathbb{N}$ such that

$$
\begin{array}{ll}
\left\|a_{n}-a_{m}\right\|<\frac{\varepsilon}{2}, & m, n \geq N_{a} \\
\left\|b_{n}-b_{m}\right\|<\frac{\varepsilon}{2}, & m, n \geq N_{b}
\end{array}
$$

For $n \geq \max \left\{N_{a}, N_{b}\right\}$ it follows that

$$
\left\|\left(a_{n}+b_{n}\right)-\left(a_{m}+b_{m}\right)\right\| \leq\left\|a_{n}-a_{m}\right\|+\left\|b_{n}-b_{m}\right\|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon,
$$

hence $\left(a_{n}+b_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence.
If $\lambda=0$, then $\left(\lambda a_{n}\right)_{n \in \mathbb{N}}=(0)_{n \in \mathbb{N}}$ a constant sequence and therefore a Cauchy sequence. Now let $\lambda \neq 0$ and $\varepsilon>0$. Then there exist $N \in \mathbb{N}$ such that $\left\|a_{n}-a_{m}\right\|<$ $\frac{\varepsilon}{\lambda}$ for all $m, n \geq N$, hence

$$
\left\|\lambda a_{n}-\lambda a_{m}\right\|=|\lambda|\left\|a_{n}-a_{m}\right\|<|\lambda| \frac{\varepsilon}{|\lambda|}=\varepsilon, \quad m, n \geq N .
$$

(ii) is proved similar.

Example. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ where $x_{n}:=\frac{n+1}{n}, n \in \mathbb{N}$, converges to 1 .
Proof. Since the constant sequence $(1)_{n \in \mathbb{N}}$ and the sequence $\left(\frac{1}{n}\right)_{n \in \mathbb{N}}$ converge, we have that

$$
\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)=\lim _{n \rightarrow \infty} 1+\lim _{n \rightarrow \infty} \frac{1}{n}=1+0=1
$$

Theorem 4.24. Let $(V,\|\cdot\|)$ be a normed space over the field $\mathbb{F}$ with norm $|\cdot|$.
(i) If $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ are Cauchy sequences, then so is
(ii) If $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ are convergent, then so is $\left(\lambda_{n} x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ and

$$
\lim _{n \rightarrow \infty}\left(\lambda_{n} x_{n}\right)=\left(\lim _{n \rightarrow \infty} \lambda_{n}\right)\left(\lim _{n \rightarrow \infty} x_{n}\right)
$$

(iii) If the sequences $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ are bounded and at least one of them converges to 0 , then sequence of the products converges to 0 .
Proof. (i) Since the sequences $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ and $\left(x_{n}\right)_{n \in \mathbb{N}}$ are Cauchy sequences, they are bounded (Theorem 4.12). Let $R_{x}, R_{\lambda} \in \mathbb{R}$ such that

$$
\left\|x_{n}\right\| \leq R_{\lambda}, \quad\left|\lambda_{n}\right| \leq R_{x}, \quad n \in \mathbb{N}
$$

For $\varepsilon>0$ choose $N_{x}, N_{\lambda} \in \mathbb{N}$ such that

$$
\left\|x_{n}-x_{m}\right\|<\frac{\varepsilon}{2 R_{\lambda}}, \quad m, n \geq N_{x}, \quad \text { and } \quad\left\|\lambda_{n}-\lambda_{m}\right\|<\frac{\varepsilon}{2 R_{x}}, \quad m, n \geq N_{\lambda} .
$$

For all $m, n \geq \max \left\{N_{x}, N_{\lambda}\right\}$ it follows that

$$
\begin{aligned}
\left\|\lambda_{n} x_{n}-\lambda_{m} x_{m}\right\| & =\left\|\lambda_{n}\left(x_{n}-x_{m}\right)-\left(\lambda_{m}-\lambda_{n}\right) x_{m}\right\| \\
& \leq\left|\lambda_{n}\right|\left\|x_{n}-x_{m}\right\|+\left|\lambda_{m}-\lambda_{n}\right|\left\|x_{m}\right\|<R_{\lambda} \frac{\varepsilon}{2 R_{\lambda}}+R_{x} \frac{\varepsilon}{2 R_{\lambda}}=\varepsilon .
\end{aligned}
$$

(ii) is proved similar.
(iii) is proved similar. Let $R_{x}, R_{\lambda}$ as in the proof of (i). Without restriction we assume that $x_{n} \rightarrow 0, n \rightarrow \infty$.
$\begin{array}{lll} & \left\|\lambda_{n} x_{n}\right\|=\mid \lambda_{n}\left\|x_{n}\right\| \leq R_{\lambda}\left\|x_{n}\right\| \rightarrow 0, & n \rightarrow \infty, \\ \Longrightarrow & n \rightarrow \infty, & \text { (by Theorem } 2.22 \text { (iii)) } \\ \Longrightarrow \lambda_{n} x_{n} \| \rightarrow 0, & n \rightarrow \infty, & \text { (by Theorem } 2.22 \text { (i)) } \square\end{array}$
Note that in (i) it suffices to assume that one of the sequences is bounded and the other one is a Cauchy sequence

Example. Let $x_{n}:=(-)^{n} \frac{n!}{n^{n}} \in \mathbb{R}, n \in \mathbb{N}$. Since $0<\frac{m}{n}<1$ for $m=1, \ldots, n-1$ it follows that

$$
\left|x_{n}\right|=\frac{n}{n} \cdot \frac{n-1}{n} \cdots \cdots \frac{1}{n} .
$$

Since $\left(\frac{1}{n}\right)_{n \in \mathbb{N}}$ converges to 0 by Example 4.7 (ii), Theorem 4.24 (iii) yields that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to zero.

Theorem 4.25. Let $(V,\|\cdot\|)$ be a normed space over a field $\mathbb{F}$ with norm $|\cdot|$. and $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ convergent sequences such that $\lim _{n \rightarrow \infty} \lambda_{n} \neq 0$. Then there exists an $N_{0} \in \mathbb{N}$ such that $\lambda_{n} \neq 0, n \geq N_{0}$ and the sequence $\left(\frac{1}{\lambda_{n}} x_{n}\right)_{n=N_{0}}^{\infty}$ converges with

$$
\lim _{n \rightarrow \infty} \frac{1}{\lambda_{n}} x_{n}=\left(\frac{1}{\lim _{n \rightarrow \infty} \lambda_{n}}\right)\left(\lim _{n \rightarrow \infty} x_{n}\right) .
$$

Proof. Let $a:=\lim _{n \rightarrow \mathbb{N}} \lambda_{n} \neq 0$. There exists an $N_{0} \in \mathbb{N}$ such that $\left|\lambda_{n}-a\right|<\frac{|a|}{2}$, $n \geq N_{0}$, hence, by the triangle inequality,

$$
\left|\lambda_{n}\right| \geq|a|-|\lambda-a| \geq|a|-\frac{|a|}{2}=\frac{|a|}{2}>0, \quad n \geq N_{0} .
$$

Let $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that

$$
\left|\lambda_{n}-a\right| \leq \frac{\varepsilon|a|^{2}}{2}, \quad n \geq N .
$$

Therefore we have for all $n \geq \max \left\{N_{0}, N\right\}$

$$
\left|\frac{1}{\lambda_{n}}-\frac{1}{a}\right|=\frac{1}{|a|\left|\lambda_{n}\right|}\left|a-\lambda_{n}\right| \leq \frac{1}{|a| \frac{|a|}{2}} \frac{\varepsilon|a|^{2}}{2}=\varepsilon .
$$

This shows

$$
\lim _{n \rightarrow \infty} \frac{1}{\lambda_{n}}=\frac{1}{\lim _{n \rightarrow \infty} \lambda_{n}}
$$

The assertion of the theorem follows now by Theorem 4.24.
Remark. Important special cases of Theorem 4.23, Theorem 4.24 and Theorem 4.25 are when $V=\mathbb{R}$ or $V+\mathbb{C}$. For example, Theorem 4.24 shows that
$\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{C}$ convergent

$$
\begin{aligned}
& \in \mathbb{N},\left(b_{n}\right)_{n \in \mathbb{N}} \in \mathbb{C} \text { convergent } \\
& \Longrightarrow\left(a_{n} b_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{C} \text { convergent and } \lim _{n \rightarrow \infty}\left(a_{n} b_{n}\right)=\left(\lim _{n \rightarrow \infty} a_{n}\right)\left(\lim _{n \rightarrow \infty} b_{n}\right) .
\end{aligned}
$$

Example. Let $x_{n}:=\frac{n^{3}+n^{2}}{7 n^{3}+12 n-1}, n \in \mathbb{N}$. Then $\lim _{n \rightarrow \infty} x_{n}=\frac{1}{7}$.
Proof. Since $x_{n}=\frac{1+n^{-1}}{7+12 n^{-2}-n^{-3}}, n \in \mathbb{N}$, and the limits $\lim _{n \rightarrow \infty} \frac{1}{n}, \lim _{n \rightarrow \infty} \frac{1}{n^{2}}$ and $\lim _{n \rightarrow \infty} \frac{1}{n^{3}}$ exist and are equal to zero, Theorem 4.23, Theorem 4.24 and Theorem 4.25 yield

$$
\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} \frac{1+n^{-1}}{7+12 n^{-2}-n^{-3}}=\frac{1+0}{7+0-0}=\frac{1}{7}
$$

Theorem 4.26. (i) Let $m \in \mathbb{N}, \mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $\left(\mathbb{F}^{m},\|\cdot\|\right)$ with the Euclidean norm $\|\cdot\|$. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{F}^{m}$ with $x_{n}=\left(x_{1, n}, \ldots, x_{m, n}\right), n \in \mathbb{N}$. norm $\left\|\|\right.$. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{F}^{m}$ with $x_{n}=\left(x_{1, n}, \ldots, x_{m, n}\right), n \in \mathbb{N}$.
Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathbb{F}^{m}$ if and only if for all $j=1, \ldots, m$ the sequences $\left(x_{i, n}\right)_{n \in \mathbb{N}}$ are Cauchy sequences in $\mathbb{F}$. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is convergent in $\mathbb{F}^{m}$ if and only if for all $j=1, \ldots, m$ the sequences $\left(x_{j, n}\right)_{n \in \mathbb{N}}$ are convergent in $\mathbb{F}$. In this case

$$
\lim _{n \rightarrow \mathbb{N}} x_{n}=\left(\lim _{n \rightarrow \mathbb{N}} x_{1, n}, \ldots, \lim _{n \rightarrow \mathbb{N}} x_{m, n}\right)
$$

(ii) Let $\left(z_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{C}$ and $x_{n}:=\operatorname{Re} z_{n}, y_{n}:=\operatorname{Im} z_{n}, n \in \mathbb{N}$. Then $\left(z_{n}\right)_{n \in \mathbb{N}}$ is Let $\left(z_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{C}$ and $x_{n}:=\operatorname{Re} z_{n}, y_{n}:=\operatorname{Im} z_{n}, n \in \mathbb{N}$. Then $\left(z_{n}\right)_{n \in \mathbb{N}}$ is
Cauchy sequence if and only if both $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are Cauchy sequences in $\mathbb{R}$ and $\left(z_{n}\right)_{n \in \mathbb{N}}$ is convergent if and only if both $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are convergent in $\mathbb{R}$. In this case

$$
\lim _{n \rightarrow \mathbb{N}} z_{n}=\lim _{n \rightarrow \mathbb{N}} x_{n} \mathrm{i} \lim _{n \rightarrow \mathbb{N}} y_{n} .
$$

In particular, it follows that $\mathbb{C}$ and $\mathbb{F}^{m}$ are complete since $\mathbb{R}$ is complete.

### 4.4 Sequences in an ordered field

Let $\mathbb{F}$ be an ordered field. As in Definition 3.23 we can extend the order on $\mathbb{F}$ to an order on $\overline{\mathbb{F}}=\mathbb{F} \cup\{-\infty, \infty\}$. The most important example is, of course, $\mathbb{F}=\mathbb{R}$.

Definition 4.27. Let $\mathbb{F}$ be an ordered field. We say that a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ diverges to $\infty$, in formula $\lim _{n \rightarrow \infty} x_{n}=\infty$, if and only if

$$
\forall R \in \mathbb{F} \quad \exists N \in \mathbb{N} \quad \forall n \geq N \quad x_{n}>R .
$$

The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ diverges to $-\infty$ if and only if $\left(-x_{n}\right)_{n \in \mathbb{N}}$ diverges to $\infty$, in formula $\lim _{n \rightarrow \infty} x_{n}=-\infty$.

Remark 4.28. • $\lim _{n \rightarrow \mathbb{N}}=\infty \Longrightarrow\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq \mathbb{F}$ is not bounded from above.

- $\lim _{n \rightarrow \mathbb{N}}=-\infty \Longrightarrow\left\{x_{n}: n \in \mathbb{N}\right\} \subset \mathbb{F}$ is not bounded from below.
- The converse is not true: For example, the sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ with $x_{n}=$ $\left(1+(-1)^{n}\right) n$ does not diverge to $\infty$ but $\left\{x_{n}: n \in \mathbb{N}\right\}=4 \mathbb{N}$ is unbounded above.
- $\lim _{n \rightarrow \infty} x_{n}=-\infty \Longleftrightarrow \forall R \in \mathbb{F} \quad \exists N \in \mathbb{N} \forall n \geq N x_{n}<R$.

Proposition 4.29. Let $\mathbb{F}$ be an ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$.
(i) If $\lim _{n \rightarrow \infty}\left|x_{n}\right|=\infty$ then there exists an $N \in \mathbb{N}$ such that $x_{n} \neq 0, n \geq N$ and $\lim _{n \rightarrow \infty} x_{n}^{-1}=0$ then
(ii) If $x_{n}>0, n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty} x_{n}=0$, then $\lim _{n \rightarrow \infty} x_{n}^{-1}=\infty$. If $x_{n}<0, n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty} x_{n}=0$, then $\lim _{n \rightarrow \infty} x_{n}^{-1}=-\infty$. If $x_{n} \neq 0, n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty} x_{n}=0$, then $\lim _{n \rightarrow \infty}\left|x_{n}^{-1}\right|=\infty$.
(iii) If there exists a sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ such that $\lim _{n \rightarrow \mathbb{N}} \lambda_{n}=\infty$ and an $N \in \mathbb{N}$ such that $x_{n}>\lambda_{n}, n \geq N$, then $\lim _{n \rightarrow \mathbb{N}} x_{n}=\infty$.

Theorem 4.30. Let $\mathbb{F}$ be and ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}},\left(y_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ convergen sequences. Assume that there exists an $N_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
x_{n} \leq y_{n}, \quad n \geq N_{0} . \tag{4.2}
\end{equation*}
$$

Then $\lim _{n \rightarrow \infty} x_{n} \leq \lim _{n \rightarrow \infty} y_{n}$.
Proof. Assume $\lim _{n \rightarrow \infty} x_{n}>\lim _{n \rightarrow \infty} y_{n}$. Then

$$
0<\lim _{n \rightarrow \infty} x_{n}-\lim _{n \rightarrow \infty} y_{n}=\lim _{n \rightarrow \infty}\left(x_{n}-y_{n}\right) .
$$

and there exists an $N \in \mathbb{N}$ such that

$$
\begin{equation*}
x_{n}-y_{n} \geq \frac{1}{2} \lim _{n \rightarrow \infty}\left(x_{n}-y_{n}\right)>0, \quad n \geq N, \tag{4.3}
\end{equation*}
$$

(see proof of Theorem 4.25). Hence we obtain the contradiction

$$
0 \stackrel{(4.2)}{\geq} x_{N+N_{0}}-y_{N+N_{0}} \stackrel{(4.3)}{>} 0 .
$$

Remark. Even if condition (4.2) is substituted by $x_{n}<y_{n}, n \in \mathbb{N}$, we cannot conclude $\lim _{n \rightarrow \infty} x_{n}<\lim _{n \rightarrow \infty} y_{n}$, as the example $x_{n}=\frac{1}{n}$ and $y_{n}=0, n \in \mathbb{N}$, shows.
Corollary 4.31. Let $\mathbb{F}$ be an ordered field, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ a convergent sequence Assume that there exist $N_{0} \in \mathbb{N}$ and $\alpha, \beta \in \mathbb{F}$ such that $\alpha \leq x_{n} \leq \beta, n \geq N_{0}$. Then

$$
\alpha \leq \lim _{n \rightarrow \infty} x_{n} \leq \beta .
$$

Corollary 4.32 (Sandwich lemma). Let $\mathbb{F}$ be an ordered field, $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}}$ convergent sequences in $\mathbb{F}$ with

$$
\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} b_{n}=a
$$

Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ and $N \in \mathbb{N}$ such that

$$
a_{n} \leq x_{n} \leq b_{n}, \quad n \geq N .
$$

Then also $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges and $\lim _{n \rightarrow \infty} x_{n}=a$.
Definition 4.33. Let $\mathbb{F}$ be an ordered field. A sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ is called
(i) monotonically increasing $\quad \Longleftrightarrow x_{n+1} \geq x_{n}, n \geq 1$,
(ii) strictly monotonically increasing $\Longleftrightarrow \quad x_{n+1}>x_{n}, n \geq 1$.
(iii) (strictly) monotonically decreasing, if $\left(-x_{n}\right)_{n \in \mathbb{N}}$ is (strictly) monotonically increasing.
(iv) (strictly) monotonic, if it is either (strictly) monotonically increasing or (strictly) monotonically decreasing.

Not every convergent sequence is monotonic, and not every monotonic sequence is convergent or bounded.

Theorem 4.34. Let $\mathbb{F}$ be a complete ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}}$ a monotonic sequence in $\mathbb{F}$. Then
$\left(x_{n}\right)_{n \in \mathbb{N}}$ is convergent
$\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded.
Proof. " $\Longrightarrow$ " is shown in Theorem 4.8 (every convergent sequence in a metric space is bounded).
" $\Longleftarrow " ~ S i n c e ~\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded and $\mathbb{F}$ is complete, it follows that

$$
a:=\sup \left\{x_{n}: n \in \mathbb{N}\right\}<\infty .
$$

Let $\varepsilon>0$. By Exercise 3.3 it follows that there exists an $N \in \mathbb{N}$ such that $a-\varepsilon<$ $x_{N} \leq a$. Using that $x_{n} \leq a, n \in \mathbb{N}$, and the monotonicity of the sequence we find

$$
\left|x_{n}-a\right|=a-x_{n} \leq a-x_{N}<\varepsilon, \quad n \geq N,
$$

which implies the convergence of $\left(x_{n}\right)_{n \in \mathbb{N}}$.
Corollary 4.35. Let $\mathbb{F}$ be a complete ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}}$ a bounded monotonic sequence in $\mathbb{F}$. Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges and

$$
\lim _{n \rightarrow \infty} x_{n}= \begin{cases}\sup \left\{x_{n}: n \in \mathbb{N}\right\}, & \text { if }\left(x_{n}\right)_{n \in \mathbb{N}} \text { is increasing }, \\ \inf \left\{x_{n}: n \in \mathbb{N}\right\}, & \text { if }\left(x_{n}\right)_{n \in \mathbb{N}} \text { is decreasing }\end{cases}
$$

In Theorem 3.21 we showed that for $x>0$ and $k \in \mathbb{N}$ there exists exactly one solution of the equation $y^{k}=x$ but the proof is not constructive, i. e., it gives no rule how to find $y$.

Example 4.36 ( $k$ th root in $\mathbb{R}$ ). Let $x>0$ and $k \in \mathbb{N}$. Define the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ recursively by

$$
x_{0}=x+1, \quad x_{n+1}=x_{n}\left(1+\frac{x-x_{n}^{k}}{k x_{n}^{k}}\right), \quad n \in \mathbb{N} .
$$

(i) The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges
(ii) $\lim _{n \rightarrow \mathbb{N}} x_{n}=\sqrt[k]{x}$.

Proof. (i) We show the following by induction on $n$ :
(a) $x_{n}>0, n \in \mathbb{N}$,
(b) $x_{n}<x_{n+1}, n \in \mathbb{N}$,
(c) $x_{n}^{k} \geq x, n \in \mathbb{N}$.
$\underline{n=0}$ : (a) and be are clearly satisfied, and for (b) there is nothing to prove. $\underline{n \curvearrowright n+1:}$
(a) $x_{n+1}>0$ because $x_{n}>0$ and $k x_{n}^{k}+x-x_{n}^{k}=(k-1) x_{n}^{k}+x>0$.
(b) $x-x_{n}^{k}<0$ by induction hypothesis. Therefore $1-\frac{x-x_{n}^{k}}{k x_{n}}<1$ which implies $x_{n+1}=x_{n}\left(1-\frac{x-x_{n}^{k}}{k x_{n}^{n}}\right)<x_{n}$.
(c) Note that $\frac{x-x_{n}^{k}}{k x_{n}}>-\frac{x_{n}^{k}}{k x_{n}^{k}}=-\frac{1}{k}>-1$. Therefore, using Bernoulli's inequality (3.2) we obtain

$$
x_{n+1}^{k}=x_{n}^{k}\left(1-\frac{x-x_{n}^{k}}{k x_{n}^{k}}\right)^{k} \geq x_{n}^{k}\left(1-k \frac{x-x_{n}^{k}}{k x_{n}^{k}}\right) \geq x_{n}^{k}\left(1-k \frac{x-x_{n}^{k}}{k x_{n}^{k}}\right)=x
$$

(a), (b) and (c) imply that $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a bounded monotonic sequence, hence it converges by Theorem 4.34.
(ii) From the definition of the $x_{n}$ it follows that

$$
\begin{equation*}
k x_{n}^{k-1} x_{n+1}=(k-1) x_{n}^{k}+x \tag{4.4}
\end{equation*}
$$

Let $y:=\lim _{n \rightarrow \infty} x_{n}$. Taking the limit on both sides in (4.4) shows that
$\quad k y^{k-1} y=(k-1) y^{k}+x$,
hence $y^{k}=x$.
Another important example is the definition of Euler's number.
Example 4.37. The limit

$$
\mathrm{e}:=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}
$$

exists and is called the Euler number ( $\mathrm{e}=2,71828182 \ldots$...
Proof. See Exercise 5.4.
Not every sequence in an ordered field is monotonic, but every sequence contains a monotonic subsequences.

Theorem 4.38. In an ordered field $\mathbb{F}$ every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$ contains a monotonic subsequence.

Proof. We call an $x_{n}$ a "low" if $x_{n} \leq x_{m}$ for all $m \geq n$. There are two possible cases:
Case 1: The sequence contains infinitely many low terms. Then the subsequence which consists of all low terms is monotonically increasing.
Case 2: The sequence contains only finitely many low terms. Then there exists a $N \in \mathbb{N}$ such for all $n \geq N$ the term $x_{n}$ is not low. Hence for every $n \geq N$ there
exists an $m>n$ such that $x_{m}<x_{n}$ because $x_{n}$ is not low. Let $n_{1}:=N$. Since $x_{n_{1}}$ is not a low term of the sequence, there exists an $n_{2}>n_{1}$ such that $x_{n_{2}}<x_{n_{1}}$.
Inductively, we can find $n_{1}<n_{2}<n_{3}<\ldots$ such that $x_{n_{1}}>x_{n_{2}}>x_{n_{3}}>\ldots$ The Inductively, we can find $n_{1}<n_{2}<n_{3}<\ldots$ such that $x_{n_{1}}>x_{n_{2}}>x_{n_{3}}>\ldots$. The
sequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ is a monotonically decreasing subsequence of $\left(x_{n}\right)_{n \in \mathbb{N}}$.

## Theorem 4.39 (Bolzano-Weierstraß).

(i) Every bounded sequence in $\mathbb{R}$ contains a convergent subsequence.
(ii) Every bounded sequence in $\mathbb{C}$ contains a convergent subsequence.

Proof. (i) By Theorem 4.38 every sequence contains a monotonic subsequence. Since $\mathbb{R}$ is complete and every subsequence of a bounded sequence is bounded, this subsequences must converge by Theorem 4.34.
(ii) Let $\left(z_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence in $\mathbb{C}$ and let $x_{n}:=\operatorname{Re} z_{n}$ and $y_{n}:=\operatorname{Im} z_{n}$. Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are bounded sequences in $\mathbb{R}$ (by Proposition 3.28). By (i) there exists a convergent subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ of $\left(x_{n}\right)_{n \in \mathbb{N}}$. Again by (i), $\left(y_{n_{k}}\right)_{k \in \mathbb{N}}$ contains a convergent subsequence $\left(y_{n_{k_{m}}}\right)_{m \in \mathbb{N}}$. Therefore, $\left(x_{n_{k_{m}}}+\mathrm{i} y_{n_{k_{m}}}\right)_{m \in \mathbb{N}}$ is convergent subsequence of $\left(z_{n}\right)_{n \in \mathbb{N}}$.

Remark. The Bolzano-Weierstraß theorem is equivalent to the completeness of $\mathbb{R}$.
Definition 4.40. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be sequence in a metric space $X$. A value $a \in X$ is called a cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$ if there exists a subsequence that converges to $a$. In addition, for an ordered field $\infty$ is a cluster value of a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in the field, if it contains a subsequence that diverges to $\infty$ and $-\infty$ is a cluster value of the sequence if it contains a subsequence that diverges to $-\infty$.

Remark. The Bolzano-Weierstraß Theorem implies
(i) that every sequence in $\mathbb{R}$ contains either a convergent subsequence or a subsequence that diverges to $\infty$ or $-\infty$,
(ii) that every sequence in $\mathbb{R}$ has a cluster value.

Remark 4.41. (i) If a sequence in a metric space converges, then it has exactly one cluster value. The reverse is not true.
(ii) A bounded sequence in $\mathbb{R}$ or $\mathbb{C}$ is convergent if and only if it has exactly one cluster value.
(iii) Let $x=\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in a metric space. Then for each cluster value $a$ and each $\varepsilon>0$ the ball $B_{\varepsilon}(a)$ contains infinitely many terms of the sequence, that is, there are infinitely many $n \in \mathbb{N}$ such that $x_{n} \in B_{\varepsilon}(a)$. In formula: $\left.\#\left\{n \in \mathbb{N}: x_{n} \in B_{\varepsilon}(a)\right\}\right)=\infty$.
Note, however, that $\#\left(B_{\varepsilon}(a) \cap\left\{x_{n} \mid n \in \mathbb{N}\right\}\right)<\infty$ is possible.
Proof. (iii) Let $a$ be a cluster point of $x$. Then there exists a subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ that converges to $a$. For given $\varepsilon>0$ there exist an $K \in \mathbb{N}$ such that $d\left(a, x_{n_{k}}\right)<\varepsilon$, $k>K$, hence $x_{n_{k}} \in B_{\varepsilon}(a), k>K$,
Assume that for every $\varepsilon>0$ infinitely many $x_{n}$ lie in $B_{\varepsilon}(a)$. Therefore we can choose inductively $n_{1}<n_{2}<\ldots$ such that $x_{n_{k}} \in B_{\frac{1}{k}}, k \in \mathbb{N}$, i. e., $d\left(x_{n_{k}}, a\right)<\frac{1}{k}$, $k \in \mathbb{F}$. Hence $a$ is a cluster value of the sequence because the subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $a$.

Definition 4.42. Let $\mathbb{F}$ be a complete ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}}$ a sequence in $\mathbb{F}$. The limes superior and limes inferior

$$
\begin{aligned}
\underset{n \rightarrow \infty}{\limsup } x_{n} & :=\overline{\lim } x_{n}:=\inf \left\{x \in \mathbb{F}: x_{n} \leq x \text { for almost all } x_{n}\right\}, \\
\liminf _{n \rightarrow \infty} x_{n} & :=\underline{\lim } x_{n}:=\sup \left\{x \in \mathbb{F}: x_{n} \geq x \text { for almost all } x_{n}\right\} .
\end{aligned}
$$

Proposition 4.43. Let $\mathbb{F}$ be a complete ordered field and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{F}$. Then $\limsup _{n \rightarrow \infty} x_{n}$ is the greatest cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\lim _{n \inf _{n \rightarrow \infty}} x_{n}$ is the smallest cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$.
Proof. We show only the assertion for $a:=\lim \sup _{n \rightarrow \infty} x_{n}$. If $a=\infty$, then the sequence contains a subsequence which diverges to $\infty$, hence $\infty$ is a cluster value. Obviously, it is the largest cluster value. If $a=-\infty$, then the sequence diverges to $-\infty$, hence $-\infty$ is the only cluster value.
Now assume $a \in \mathbb{R}$. First we show that $a$ is the greatest accumulation point. Let $\varepsilon>0$. Then $x_{n} \leq a+\frac{\varepsilon}{2}$ for almost all all $x_{n}$. Hence, only finitely many $x_{n}$ lie in $B_{\frac{\varepsilon}{2}}(a+\varepsilon)$. Therefore, by Remark 4.41, $a+\varepsilon$ cannot be a cluster value.
We have to show that $a$ is cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$. If $a$ is not a cluster value, then there exists an $\varepsilon>0$ such that finitely many $x_{n}$ lie in $B_{\varepsilon}(a)$. Since in addition only finitely many $x_{n}$ are larger than $a$, it follows that $x_{n} \leq a-\frac{\varepsilon}{2}$ for almost all $x_{n}$. $\square$

Corollary 4.44. A sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is convergent if and only if $\lim \sup _{n \rightarrow \infty} x_{n}=$ $\liminf _{n \rightarrow \infty} x_{n}$.

Remark. Another characterisation of lim sup and liminf is the following: For the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ define the sequences $\left(y_{n}^{+}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}^{-}\right)_{n \in \mathbb{N}}$ in $\mathbb{F} \cup\{ \pm \infty\}$ by

$$
y_{n}^{+}:=\sup \left\{x_{k}: k \geq n\right\}, \quad y_{n}^{-}:=\inf \left\{x_{k}: k \leq n\right\} .
$$

Then $\left(y_{n}^{+}\right)_{n \in \mathbb{N}}$ is monotonically decreasing and $\left(y_{n}^{-}\right)_{n \in \mathbb{N}}$ is monotonically increasing (and therefore convergent in $\mathbb{F} \cup\{ \pm \infty\}$ ) and

$$
\limsup _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} y_{n}^{+}, \quad \liminf _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} y_{n}^{-}
$$

Proof. Exercise 5.2. Obviously, the sequence $\left(y_{n}^{+}\right)_{n \in \mathbb{N}}$ is monotonically decreasing.
Case 1. $\left(x_{k}\right)_{k \in \mathbb{N}}$ unbounded from above. Then $y_{n}^{+}=\infty, n \in \mathbb{N}$, and $\lim \sup _{n \rightarrow \infty} x_{n}=$ $\infty=\lim _{n \rightarrow \infty} y_{n}^{+}$.
Case 2. $\left(x_{k}\right)_{k \in \mathbb{N}}$ unbounded from below and has no cluster value $a \in \mathbb{R}$. Then the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ diverges to $-\infty$. Therefore $y_{n}=\infty, n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty} y_{n}^{+}=$ $-\infty=\lim \sup _{n \rightarrow \infty} x_{n}$.
Case 3. $\left(x_{k}\right)_{k \in \mathbb{N}}$ unbounded from below and has a cluster value $a \in \mathbb{R}$. Then $y_{n}^{+} \geq a$, $n \in \mathbb{N}$, and $\left(y_{n}^{+}\right)_{n \in \mathbb{N}}$ converges by Theorem 4.34 (since the sequence is bounded and monotonic). Let $y:=\lim _{n \rightarrow \infty} y_{n}^{+}$. First we show that $y$ is the greatest cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$. Let $a>y$ and $\varepsilon:=a-y$. Then there exists a $K \in \mathbb{R}$ such that $a+\frac{\varepsilon}{2}<y, k \geq K$. Therefore, $B_{\frac{\varepsilon}{2}}(a)$ contains only finitely many $x_{n}$ because $B_{\frac{\varepsilon}{2}}(a) \cup\left\{x_{n}: n \geq K\right\}=\emptyset$. This implies that $a$ cannot be cluster value of $\left(x_{n}\right)_{n \in \mathbb{N}}$. Next we show that $y$ is a cluster value. To this end we construct a subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ of $\left(x_{n}\right)_{n \in \mathbb{N}}$ which converges to $y$. By the definition of $y_{1}$ there exists an $n_{1}$ such that $0 \leq y_{1}-x_{n_{1}}<\frac{1}{1}$ (use Exercise 3.3). Now assume that $n_{k}, k=1, \ldots, m$, are chosen such that $n_{k}<n_{k+1}$ and $0 \leq y_{n_{k-1}}-x_{n_{k}}<\frac{1}{k}$. By the definition of $y_{n_{k}}$
there exists an $n_{k+1}$ such that $\left|y_{k}-x_{n_{k+1}}\right|<\frac{1}{k+1}$. Since the sequences $\left(y_{n_{k}}\right)_{k \in \mathbb{N}}$ and $\left(y_{n_{k}}-x_{n_{k}}\right)_{k \in \mathbb{N}}$ converge, also $\left(x_{n_{k}}\right) k \in \mathbb{N}$ converges and
$\lim _{k \rightarrow \infty} x_{n_{k}}=\lim _{k \rightarrow \infty}\left(x_{n_{k}}-y_{n_{k}}\right)+y_{n_{k}}=\lim _{k \rightarrow \infty}\left(x_{n_{k}}-y_{n_{k}}\right)+\lim _{k \rightarrow \infty}+y_{n_{k}}=0+y=y . \square$

### 4.5 Series

### 4.5.1 Basic criteria of convergence and series in $\mathbb{R}$

Definition 4.45. Let $(V,\|\cdot\|)$ be a normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$. Then we define the partial sum

$$
s_{n}:=\sum_{k=1}^{n} x_{k}, \quad n \in \mathbb{N} .
$$

The sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ is a series in $V$, denoted by $\sum_{k=1}^{\infty} x_{n}$. The series is convergent if the sequence of the partial sums is convergent. In this case, $s:=\lim _{n \rightarrow \infty} s_{n}$ exists and we write

$$
\sum_{k=1}^{\infty} x_{n}=s .
$$

Otherwise the series is called divergent. In the special case where $V$ is an ordered field, we write

$$
\sum_{k=1}^{\infty} x_{n}= \pm \infty
$$

if $\lim _{n \rightarrow \infty} s_{n}= \pm \infty$.
Remark. - $\sum_{k=1}^{\infty} x_{n}$ is not a sum but the limit of a sequence

- The symbol $\sum_{k=1}^{\infty} x_{n}$ has two meanings: it denotes the sequence of the partial sums, and it denotes its limit if is exists.

Example. $\sum_{n=1}^{\infty} 1+\frac{1}{n}$ diverges.
Proof. $s_{n}:=\sum_{k=1}^{n} 1+\frac{1}{k} \geq n\left(1+\frac{1}{n}\right) \geq n+1$. Therefore the sequence of the partia sums diverges to $\infty$.
Example. $\sum_{n=1}^{\infty} \frac{1}{n!}$ converges. (See Exercise 5.4.)
Theorem 4.46. Let $(V,\|\cdot\|)$ be a normed space over a field $\mathbb{F}, \lambda \in \mathbb{F}$ and $\sum_{n=1}^{\infty} x_{n}$, $\sum_{n=1}^{\infty} y_{n}$ convergent series in $V$. Then $\sum_{n=1}^{\infty} \lambda x_{n}+y_{n}$ converges.

Proof. Apply Theorem 4.23 to the sequences of the partial sums.
Theorem 4.47. Let $(V,\|\cdot\|)$ be a complete normed space and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$.
(i) Cauchy criterion for series:

$$
\sum_{n=1}^{\infty} x_{n} \quad \text { converges } \quad \Longleftrightarrow \quad \forall \varepsilon>0 \exists N \in \mathbb{N} \forall n \geq m \geq N\left\|\sum_{k=m}^{n} x_{n}\right\|<\varepsilon
$$

(ii) $\quad \sum_{n=1}^{\infty} x_{n}$ converges $\Longrightarrow \quad \lim _{n \rightarrow \infty} x_{n}=0$.

Proof. Since $V$ is a complete normed space, the series converge if and only if the sequence of the partial sums $s_{n}:=\sum_{k=1}^{n} x_{k}$ is a Cauchy sequence. This is the case if and only if for every $\varepsilon>0$ there exists an $N \in \mathbb{N}$ such that for $m-1, n \geq N$, without restriction $m-1<n$,

$$
\left\|s_{n}-s_{m-1}\right\|=\left\|\sum_{k=m}^{n} x_{n}\right\|<\varepsilon
$$

In particular, it follows that

$$
\left\|x_{n}\right\|=\left\|s_{n}-s_{n-1}\right\|<\varepsilon, \quad n \geq N
$$

so also the second part of the theorem is proved.
Note that $\lim _{n \rightarrow \infty} x_{n}=0$ does not implies the convergence of the series $\sum_{n=1}^{\infty}$ as the following example shows:

Example 4.48 (Harmonic series). $\quad \sum_{n=1}^{\infty} \frac{1}{n}=\infty$.
Proof. Let $s_{n}:=\sum_{k=1}^{n} \frac{1}{k}$. Then $\left(s_{n}\right)_{n \in \mathbb{N}}$ is not a Cauchy sequence since

$$
\left|s_{2 n}-s_{n}\right|=\sum_{k=n+1}^{2 n} \frac{1}{k} \geq \sum_{k=n+1}^{2 n} \frac{1}{2 n}=\frac{1}{2} .
$$

Therefore, the harmonic series diverges. Since it is monotonically increasing, it follows that is diverges to $\infty$.

Example 4.49 (Geometric series). Let $z \in \mathbb{C}$.
(i) $|z| \geq 1 \Longrightarrow \sum_{n=0}^{\infty} z^{n}$ diverges.
(ii) $|z|<1 \Longrightarrow \sum_{n=0}^{\infty} z^{n}$ converges and $\sum_{n=0}^{\infty} z^{n}=\frac{1}{1-z}$.

Proof. If $|z| \geq 1$ then $|z|^{n}=\left|z^{n}\right|$ does not converge to 0 , hence the sum cannot converge by Theorem 4.46.
Now let $|z|<1$ and let $s_{n}:=\sum_{k=0}^{n} z^{k}$. Then

$$
(1-z) s_{n}=(1-z) \sum_{k=0}^{n} z^{k}=\sum_{k=0}^{n} z^{k}+\sum_{k=1}^{n+1} z^{k}=1-z^{n+1} .
$$

Since $|z|<1$, we have that $z \neq 1$ and $\lim _{n \rightarrow \infty} z^{n}=0$. So we obtain

$$
\begin{equation*}
s_{n}=\frac{1-z^{n+1}}{1-z} \rightarrow \frac{1}{1-z}, \quad n \rightarrow \infty . \tag{4.5}
\end{equation*}
$$

Theorem 4.50. Let $\left(x_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}, x_{k} \geq 0, k \in \mathbb{N}$, and define $s_{n}:=\sum_{k=1}^{n} x_{k}$, $n \in \mathbb{N}$. Then

$$
\sum_{k=1}^{\infty} x_{k} \text { converges } \quad \Longleftrightarrow \quad\left(s_{n}\right)_{n \in \mathbb{N}} \text { bounded. }
$$

Proof. The theorem follows immediately from Theorem 4.34 since the sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ is monotonically increasing
$\square$
Example 4.51. The series $\sum_{k=1}^{\infty} \frac{1}{k^{2}}$ converges.
Proof. Since $\frac{1}{k^{2}} \geq 0$ for all $k \in \mathbb{N}$, it suffices to show that the sequence of the partial sums $s_{n}:=\sum_{k=1}^{k_{n}^{2}}$ is bounded. This follows from

$$
\begin{aligned}
0 \leq s_{n}-1 & =\sum_{k=2}^{n} \frac{1}{k^{2}} \leq \sum_{k=2}^{n} \frac{1}{k(k-1)}=\sum_{k=2}^{n} \frac{1}{k-1}-\frac{1}{k}=\sum_{k=2}^{n} \frac{1}{k-1}-\sum_{k=2}^{n} \frac{1}{k} \\
& =1-\frac{1}{n} \leq 1 .
\end{aligned}
$$

Definition 4.52. A series in $\mathbb{R}$ is called alternating if it is of the form

$$
\pm \sum_{n \rightarrow \infty}(-)^{n} x_{n}
$$

with $x_{n} \geq 0, n \in \mathbb{N}$.
Theorem 4.53 (Leibniz criterion). Let $\left(x_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}$ be a monotonically de creasing sequence such that $x_{k} \geq 0, k \in \mathbb{N}$, and $\lim _{k \rightarrow \infty} x_{n}=0$. Then

$$
s:=\sum_{k=0}^{\infty}(-)^{k} x_{k}
$$

exists and $\left|s-s_{n}\right| \leq x_{n+1}$ where $s_{n}:=\sum_{k=0}^{n}(-)^{k} x_{k}, n \in \mathbb{N}$.
Proof. First we show that the subsequences $\left(s_{2 n}\right)_{n \in \mathbb{N}}$ and $\left(s_{2 n+1}\right)_{n \in \mathbb{N}}$ converge. For all $n \in \mathbb{N}$

$$
\begin{align*}
s_{2 n} & \geq s_{2 n}-x_{2 n+1}+x_{2 n+2}=s_{2 n+2},  \tag{4.6}\\
s_{2 n+1} & \leq s_{2 n+1}-x_{2 n+2}+x_{2 n+3}=s_{2 n+3},  \tag{4.7}\\
s_{2 n} & \leq s_{2 n}-x_{2 n+1}=s_{2 n+1} \stackrel{(4.6)}{\geq} s_{1},  \tag{4.8}\\
s_{2 n+1} & \geq s_{2 n+1}-x_{2 n+2}=s_{2 n+2} \stackrel{(4.7)}{\leq} s_{1} . \tag{4.9}
\end{align*}
$$

By (4.6) and (4.8) the sequence $\left(s_{2 n}\right)_{n \in \mathbb{N}}$ is monotonically decreasing and bounded from below, hence convergent by Theorem 4.34. Analogously, using (4.7) and (4.9), it follows that the sequence $\left(s_{2 n+1}\right)_{n \in \mathbb{N}}$ is convergent.
Let $a:=\lim _{n \rightarrow \infty} x_{2 n}$.
$\lim _{n \rightarrow \infty} s_{2 n+1}=\lim _{n \rightarrow \infty}\left(s_{2 n+1}-x_{n}+x_{n}\right)=\left(\lim _{n \rightarrow \infty} s_{2 n+1}-x_{n}\right)+\lim _{n \rightarrow \infty} x_{n}=a+0=a$.


Figure 4.1: Leibniz criterion


Since $\left(s_{2 n}\right)_{n \in \mathbb{N}}$ and $\left(s_{2 n+1}\right)_{n \in \mathbb{N}}$ have the same limit, it follows that also $\left(s_{n}\right)_{n \in \mathbb{N}}$ converges and has the same limit
The error estimate follows from

$$
\begin{aligned}
\left|s_{2 n}-s\right| & =s_{2 n}-\underbrace{s}_{\geq s_{2 n+1}} \leq s_{2 n}-s_{2 n+1}=x_{2 n+1}, \\
\left|s_{2 n+1}-s\right| & =\underbrace{s}-s_{2 n+1} \leq s_{2 n+2}-s_{2 n+1}=x_{2 n+2} . \\
& \leq s_{2 n+2}
\end{aligned}
$$

Remark. If in the preceding theorem $\lim _{n \rightarrow \infty} x_{n}=x$ not necessarily equal to zero but otherwise all assumptions are satisfied, then the sequence of the partial sums $\left(s_{n}\right)_{n \in \mathbb{N}}$ has exactly two cluster values and

$$
\limsup _{n \rightarrow \infty} s_{n}-\liminf _{n \rightarrow \infty} s_{n}=\lim _{n \rightarrow \infty} x_{n}
$$

Examples. $\sum_{k=1}^{\infty}(-)^{n} \frac{1}{k}=\ln 2, \quad \sum_{k=1}^{\infty}(-)^{n} \frac{1}{2 k-1}=\frac{\pi}{4}$.
Proof of the limits: Example 6.70 and Exercise 12.3

Definition 4.54. Let $b \in \mathbb{N}, b \geq 2, \ell \in \mathbb{N}_{0},\left(a_{k}\right)_{k=-\ell}^{\infty} \subseteq\{0,1, \ldots, b-1\}$. Then the sum

$$
\pm \sum_{k=-\ell}^{\infty} a_{k} b^{-k}
$$

is called a $b$-adic fraction ${ }^{1}$. If there exists a $K \in \mathbb{N}$ such that $a_{k}=0, k \geq K$, then it is called a finite $b$-adic fraction.
${ }^{1}$ not to be confused with $p$-adic fractions from number theory

## Theorem 4.55. (i) Each b-adic fraction converges to a real number

(ii) Each real number has a representation as a b-adic fraction. The representation is unique if $a_{k} \neq b-1$ for almost all $k \geq-\ell$.

Proof. (i) It suffices to show that $\pm \sum_{k=-\ell}^{\infty} a_{k} b^{-k}$ is a Cauchy sequence. Let $\varepsilon>0$ Since $b \geq 2>1$, there exists an $N \in \mathbb{N}$ such that $b^{-N}<\varepsilon$. For $n>m \geq N$ it follows that

$$
\begin{aligned}
& \left|\sum_{k=-\ell}^{n} a_{k} b^{-k}-\sum_{k=-\ell}^{m} a_{k} b^{-k}\right|=\sum_{k=m+1}^{n} a_{k} b^{-k} \leq(b-1) \sum_{k=m+1}^{n} b^{-k} \\
& \quad=(b-1) b^{-(m+1)} \sum_{k=0}^{n} b^{-k}=(b-1) b^{-(m+1)} \frac{1}{1-\frac{1}{b}}=b^{-m} \leq b^{-N}<\varepsilon .
\end{aligned}
$$

(ii) Let $x \in \mathbb{R}$. Without loss of generality we can assume $x>0$. By Theorem 3.17 there exists an $N \in \mathbb{Z}$ such that $b^{N} \leq x<b^{N+1}$. We will construct a sequence $\left(a_{n}\right)_{n=N}^{\infty} \subset\{0, \ldots, b-1\}$ such that for all $n \geq N$ :

$$
\begin{equation*}
\underbrace{\sum_{k=N}^{n} a_{k} b^{-k}}_{:=s_{n}} \leq x<\left(\sum_{k=N}^{n} a_{k} b^{-k}\right)+b^{-(n)}=\left(\sum_{k=N}^{n} a_{k} b^{-k}\right)+b b^{-(n+1)} \tag{4.10}
\end{equation*}
$$

Let $a_{N}=\max \left\{a \in \mathbb{N}_{0}: a b^{-N} \leq x\right\} ;$ obviously we have $0 \leq a_{N} \leq b-1$ and $a_{N} b^{-N} / \leq x<\left(a_{N}+1\right) b^{N}$. Let $n \geq N$ and assume that we have already chosen $a_{N}, \ldots, a_{n} \in\{0, \ldots, b-1\}$ such that (4.10) holds for $n$. Let $a_{n+1}=\max \left\{a \in \mathbb{N}_{0}\right.$ $\left.a b^{-(n+1)} \leq x-s_{n}\right\}$. Obviously, $0 \leq a_{n+1} \leq b-1$ and the inequalities (4.10) hold also for $n+1$. Since $\left|s_{n}-x\right|<b^{-n} \rightarrow \infty, n \rightarrow \infty$, it follows that $b$-adic fraction constructed above converges to $x$.
Corollary 4.56 (Cantor). $\mathbb{R}$ is uncountable
Proof. Let $A=\left\{\left(a_{n}\right)_{n \in \mathbb{N}}: a_{n} \in\{0,1\}, n \in \mathbb{N}\right\}$ be the set consisting of all sequence Proof. Let $A=\left\{\left(a_{n}\right)_{n \in \mathbb{N}}: a_{n} \in\{0,1\}, n \in \mathbb{N}\right\}$ be the set consisting of all sequences
that contain only 0 and 1. Assume that $A$ is countable. Then $A=\left\{x_{n}: n \in \mathbb{N}\right\}$ Each $x_{n} \in A$ is a sequence $\left(x_{n, k}\right)_{k \in \mathbb{N}}$. We construct a sequence $y=\left(y_{n}\right)_{n \in \mathbb{N}} \in A$ a follows: Let $y_{k}=0$ if $x_{k, k}=1$ and $y_{k}=1$ if $x_{k, k}=0$. Since $y_{k} \in\{0,1\}, k \in \mathbb{N}$, we hae that $y \in A$. On the other hand, $y \neq x_{n}$ for all $n \in \mathbb{N}$. Hence the set $A$ is not countable.
Since by Theorem 4.55 the map

$$
A \rightarrow \mathbb{R}, \quad a=\left(a_{n}\right)_{n \in \mathbb{N}} \mapsto \sum_{n \in \mathbb{N}} a_{n} 10^{-n}
$$

is well-defined and injective, $\mathbb{R}$ contains an uncountable set and therefore it is not countable.

### 4.5.2 Series in normed spaces and absolute convergence

Definition 4.57. Let $(V,\|\cdot\|)$ be a normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$. The series $\sum_{n=1}^{\infty} x_{n}$ is called absolutely convergent if the series

$$
\sum_{n=1}^{\infty}\left\|x_{n}\right\|
$$

converges in $\mathbb{R}$. The series is called conditionally convergent it it converges but is not absolutely convergent.

Theorem 4.58. Let $(V,\|\cdot\|)$ be a complete normed space and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$. Then

$$
\sum_{n=1}^{\infty}\left\|x_{n}\right\| \text { converges } \Longrightarrow \quad \sum_{n=1}^{\infty} x_{n} \text { converges } .
$$

Proof. Let $\varepsilon>0$. Since the series is absolutely convergent there exists an $N \in \mathbb{N}$ such that for all $n \geq m \geq N$

$$
\left\|\sum_{k=m}^{n} x_{n}\right\| \leq \sum_{k=m}^{n}\left\|x_{n}\right\|<\varepsilon
$$

Therefore the series $\sum_{k=1}^{\infty} x_{n}$ converges by the Cauchy criterion (Theorem 4.47). $\square$
Lemma 4.59. Let $(V,\|\cdot\|)$ be a complete normed space and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ such that $\sum_{n=1}^{\infty}\left\|x_{n}\right\|$ converges. Then

$$
\left\|\sum_{n=1}^{\infty} x_{n}\right\| \leq \sum_{n=1}^{\infty} \| x_{n} \mid
$$

Proof. For all $n \in \mathbb{N}$ we have $\left\|\sum_{k=1}^{n} x_{k}\right\| \leq \sum_{k=1}^{n}\left\|x_{k}\right\|$. Taking the limit $n \rightarrow \infty$ on both sides proves the assertion.

Criteria for absolute convergence
Theorem 4.60 (Comparison test). Let $(V,\|\cdot\|)$ be a complete normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V,\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}, N_{0} \in \mathbb{N}$ such that $a_{n} \geq\left\|x_{n}\right\|, n \geq N_{0}$. Then

$$
\sum_{n=1}^{\infty} a_{n} \text { converges } \Longrightarrow \sum_{n=1}^{\infty} x_{n} \text { converges and } \sum_{n=1}^{\infty}\left\|x_{n}\right\| \leq \sum_{n=1}^{\infty} a_{n} .
$$

Proof. Let $\varepsilon>0$. Since $\sum_{n \in \mathbb{N}} a_{n}$ converges, there exists an $N \in \mathbb{N}$ such that

$$
\sum_{k=m}^{n}\left\|x_{k}\right\| \leq \sum_{k=m}^{n} a_{k}<\varepsilon, \quad m \geq n \geq \max \left\{N_{0}, N\right\} .
$$

Therefore the series $\sum_{k=1}^{\infty}\left\|x_{n}\right\|$ converges by the Cauchy criterion (Theorem 4.47) which implies that also the series $\sum_{k=1}^{\infty} x_{n}$ converges (Theorem 4.58).
Example. The series $\sum_{k=1}^{n} \frac{1}{k^{s}}$ converges for $s \geq 2$ by the comparison test since
$0<\frac{1}{k^{s}} \leq \frac{1}{k^{2}}, k \in \mathbb{N}$, and $\sum_{k=1}^{n} \frac{1}{k^{2}}$ converges by Example 4.51 .
Remark. $\zeta(s)=\sum_{k=1}^{n} \frac{1}{k^{s}}$ defines the so-called Riemann Zeta function.
Theorem 4.61 (Root test). Let $(V,\|\cdot\|)$ be a complete normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq$ $V$ and $a=\lim \sup _{n \rightarrow \infty} \sqrt[k]{\left\|x_{n}\right\|}$. Then

$$
\begin{array}{ll}
a>1 & \Longrightarrow \sum_{n=1}^{\infty} x_{n} \text { divergent, } \\
a<1 \quad \Longrightarrow \quad \sum_{n=1}^{\infty} x_{n} \text { absolutely convergent. }
\end{array}
$$

Proof. Assume that $a>1$. Then there exists a subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ such that $\sqrt[n_{k}]{x_{n_{k}}} \geq 1, k \in \mathbb{N}$. Hence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ does not converge to 0 , therefore the series does not converge (Theorem 4.47).
Now let $a<1$ and fix a $q$ such that $a<q<1$. Since $a$ is the greatest cluster value of $\left(\sqrt[n]{\left\|x_{n}\right\|}\right)_{n \in \mathbb{N}}$ there exists a $K \in \mathbb{N}$ such that $\left.q>\sqrt[k]{\left\|x_{k}\right\|}\right)$ for all $k \geq K$. Since $\sum_{k=K}^{\infty} q^{k}$ is a convergent harmonic series and $q^{k}>\left\|x_{k}\right\|, k \geq K$. it follows by the comparison test that also $\sum_{k=K}^{\infty}\left\|x_{k}\right\|$ converges.

Similarly, the ratio test is proved
Theorem 4.62 (Ratio test). Let $(V,\|\cdot\|)$ be a complete normed space and let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$.
If there exists an $a>1$ such that $\left\|x_{n+1}\right\| \geq a\left\|x_{n}\right\|$ for almost all $n \in \mathbb{N}$, then the series $\sum_{n=1}^{\infty} x_{n}$ diverges.
If there exists an $0<a<1$ such that $\left\|x_{n+1}\right\| \leq a\left\|x_{n}\right\|$ for almost all $n \in \mathbb{N}$, then the series $\sum_{n=1}^{\infty} x_{n}$ converges absolutely.

For $a=1$ in Theorem 4.61 or Theorem 4.62 then the root respectively ratio test gives no information about convergence of the series as the examples $\sum_{n=1}^{\infty} \frac{1}{n}$ and $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n}$ show.

Examples 4.63. (i) $\sum_{n=0}^{\infty} \frac{z^{n}}{n!}$ converges absolutely for every $z \in \mathbb{C}$.
Proof. The assertion is clear for $z=0$. For $z \in \mathbb{C} \backslash\{0\}$ the assertion follows from the ratio test since, for $n>2|z|$

$$
\frac{\left|z^{n+1}\right|}{(n+1)!}\left(\frac{\left|z^{n}\right|}{n!}\right)^{-1}=\frac{|z|}{n+1}<\frac{|z|}{2|z|+1}<\frac{1}{2}<1
$$

(ii) The ratio and root tests give no information about convergence of $\sum_{n=0}^{\infty} \frac{1}{k^{2}}$ since $\lim \sup _{n \rightarrow \infty} \frac{1}{k^{n}}=1=\lim _{n \rightarrow \infty} \frac{1}{(k+1)^{2}}\left(\frac{1}{k^{n}}\right)^{-1}$.
(iii) $\quad \sum_{n=0}^{\infty} 2^{-k+(-)^{k}}=\frac{1}{2}+1+\frac{1}{8}+\frac{1}{4}+\cdots$ converges absolutely.

Proof. Since $\lim _{k \rightarrow \infty} 2^{k}=\lim _{k \rightarrow \infty} 2^{-k}=1$ by Exercise 4.1 the root test yields

$$
\limsup _{n \rightarrow \infty} \sqrt[k]{2^{-k+(-)^{k}}}=\limsup _{n \rightarrow \infty}\left(2^{-1} 2^{\frac{(-)^{k}}{k}}\right)=2^{-1} \limsup _{n \rightarrow \infty} 2^{\left(\frac{(-)^{k}}{k}\right.}=\frac{1}{2}<1
$$

Note that in the last example the ration test is not applicable. In general, whenever the ratio test shows convergence, so does the root criterion. Indeed, if there is an $0<a<1$ such that $\left\|x_{n+1}\right\| \leq a\left\|x_{n}\right\|$ for all $n \in \mathbb{N}$, then $\left\|x_{n}\right\| \leq a^{n}\left\|x_{0}\right\|$ for al $0<a<1$ such that $\left\|x_{n+1}\right\| \leq a\left\|x_{n}\right\|$ for all $n \in \mathbb{N}$, then $\left\|x_{n}\right\| \leq a^{n}\left\|x_{0}\right\|$ for all
$n \in \mathbb{N}$. Therefore $\sqrt[n]{\left\|x_{n}\right\|} \leq a \sqrt[n]{\left\|x_{0}\right\|}$ for all $n \in \mathbb{N}$. Since $\sqrt[n]{\left\|x_{0}\right\|} \rightarrow 1$ for $n \rightarrow \infty$, $n \in \mathbb{N}$. Therefore $\sqrt[n]{\left\|x_{n}\right\|} \leq a^{n} \sqrt[n]{\left\|x_{0}\right\|}$
the root test also shows convergence.

## Rearrangement of series

Definition 4.64. Let $(V,\|\cdot\|)$ be a normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ and $\sigma: \mathbb{N} \rightarrow \mathbb{N}$ a
permutation. Then $\sum_{n=1}^{\infty} x_{\sigma(n)}$ is a rearrangement of $\sum_{n=1}^{\infty} x_{n}$.

Theorem 4.65 (Rearrangement theorem). Let $(V,\|\cdot\|)$ be a normed space, $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq V$ such that $\sum_{n=1}^{\infty}$ is absolutely convergent. Then every rearrangement converges absolutely and has the same limit.

Proof. Let $\sigma: \mathbb{N} \rightarrow \mathbb{N}$ be a permutation and let $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that $\sum_{k=n}^{\infty}\left\|x_{n}\right\|<\frac{\varepsilon}{2}$ for all $n \geq N$. Since $\sigma$ is a permutation, there exists an $K \in \mathbb{N}$ such that $\sigma(k) \geq N$ for all $k \geq K$. Obviously, $K \geq N$. Define the sequences $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}$ by

$$
a_{n}:=\sum_{k=0}^{n} x_{n}, \quad b_{n}:=\sum_{k=0}^{n} x_{\sigma(n)}, \quad n \in \mathbb{N} .
$$

For $n \in \mathbb{N}, n \geq K$, is follows that

$$
\begin{aligned}
\left\|a_{n}-b_{n}\right\| & =\left\|\sum_{k=0}^{n} x_{k}-\sum_{k=0}^{n} x_{\sigma(k)}\right\|=\left\|\sum_{k=N+1}^{n} x_{k}-\sum_{\substack{k=0, \ldots, n \\
\sigma(k)>N}} x_{\sigma(k)}\right\| \\
& =\left\|\sum_{k=N+1}^{n} x_{k}-\sum_{\substack{k=0, \ldots, n \\
\sigma(k)>N}} x_{\sigma(k)}\right\| \leq \sum_{\substack{k=N+1, \ldots, n \\
\sigma(k)>N}}\left\|x_{\sigma(k)}\right\| \leq \sum_{k=N}^{\infty}\left\|x_{k}\right\|<\varepsilon .
\end{aligned}
$$

This shows that the sequence $\left(b_{n}\right)_{n \in \mathbb{N}}$ converges and has the same limit as $\left(a_{n}\right)_{n \in \mathbb{N}}$. The absolute convergence of the rearranged series follows when the above proof is applied to the series $\sum_{k=0}^{n}\left\|x_{k}\right\|$.
Theorem 4.66. Let $(V,\|\cdot\|)$ be a complete normed space, $x_{k l} \in V, k, l \in \mathbb{N}_{0}$, such that

$$
\begin{equation*}
M:=\sup \left\{\sum_{k=0}^{n} \sum_{l=0}^{n}\left\|x_{k l}\right\|: n \in \mathbb{N}\right\}<\infty . \tag{4.11}
\end{equation*}
$$

Then the series

$$
\sum_{k=0}^{\infty}\left(\sum_{l=0}^{\infty} x_{k l}\right), \quad \sum_{l=0}^{\infty}\left(\sum_{k=0}^{\infty} x_{k l}\right), \quad \sum_{n=0}^{\infty}\left(\sum_{\substack{k, l=0 \\ k+l=n}} x_{k l}\right)
$$

converge absolutely and have the same limits.
Remark. In this case the notation $\sum_{k, l=0}^{\infty} x_{k l}$ is used.
Proof. For each $k \in \mathbb{N}_{0}$ the series $s_{k}:=\sum_{l=0}^{\infty} x_{k l}$ converges absolutely by theorem 4.50 because $\left(\left\|x_{k l}\right\|\right)_{l \in \mathbb{N}_{o}} \subset \mathbb{R},\left\|x_{k l}\right\| \geq 0$, and the corresponding sequence of the partial sums $\sum_{l=0}^{m}\left\|x_{k l}\right\|$ is bounded by assumption (4.11).
Analogously is follows that for all $l, n \in \mathbb{N}_{0}$ the series $t_{l}:=\sum_{k=0}^{\infty} x_{k l}$ and $v_{n}:=$ $\sum_{\substack{k, l=0 \\ k+l=n}}^{\infty} x_{k l}$ are absolute convergent. Therefore the partial sums

$$
\begin{equation*}
\sum_{k=0}^{\infty} s_{k}, \quad \sum_{l=0}^{\infty} t_{l}, \quad \text { and } \quad \sum_{n=0}^{\infty} v_{n} \tag{4.12}
\end{equation*}
$$

are well-defined. We show that the series $\sum_{k=0}^{\infty} s_{k}$ is absolutely convergent: For arbitrary $K, L \in \mathbb{N}_{0}$ we have by the triangle inequality and by assumption (4.11)

$$
\sum_{k=0}^{K}\left\|\sum_{l=0}^{L} x_{k l}\right\| \leq \sum_{k=0}^{K} \sum_{l=0}^{L}\left\|x_{k l}\right\| \leq M<\infty
$$

By Corollary 4.31 this inequality remains true in the limit $L \rightarrow \infty$ :

$$
\sum_{k=0}^{K} s_{k}=\sum_{k=0}^{K}\left\|\sum_{l=0}^{\infty} x_{k l}\right\| \leq M<\infty .
$$

The assertion follows again from Theorem 4.50. Analogously it can be shown that the series $\sum_{l=0}^{\infty} t_{l}$ and $\sum^{\infty} v_{n}$ are absolutely convergent. Let $S:=\sum^{\infty} s_{k}$ and the series $\sum_{l=0}^{\infty} t_{l}$ and $\sum_{n=0}^{\infty} v_{n}$ are absolutely convergent. Let $S:=\sum_{k=0}^{\infty} s_{k}$ and
$V:=\sum_{n=0}^{\infty} v_{n}$. It remains to be shown that $S=V$. For arbitrary $\varepsilon>0$ there exist $V:=\sum_{n=0} v_{n}$. It remains to be shown that $S=V$. For arbitrary $\varepsilon>0$ there exist
$\sigma \in \mathbb{N}$ and $\nu \in \mathbb{N}$ such that $\sum_{k}^{\infty}\left\|s_{k}\right\|<\varepsilon, \quad \sum_{n}^{\infty}\left\|v_{n}\right\|<\varepsilon$ and $\sigma>\nu$. Moreover $\sigma \in \mathbb{N}$ and $\nu \in \mathbb{N}$ such that $\sum_{k=\sigma}\left\|s_{k}\right\|<\frac{\sigma^{4}}{4}, \sum_{n=\nu}\left\|v_{n}\right\|<\frac{\pi}{4}$ and $\sigma>\nu$. Moreove
there exists $L \in \mathbb{N}$ such that $L>\nu$ and $\sum \infty \quad\left\|x_{k l}\right\|<\frac{\sigma}{4}, k=0, \ldots, \sigma-1$. Let

$$
Z:=\left\{(k, l) \in \mathbb{N}^{2}: k \leq \sigma-1, l \leq L-1,\right\} \backslash\left\{(k, l) \in \mathbb{N}^{2}: k+l \leq \sigma-1\right\}
$$

$$
\subset\left\{(k, l) \in \mathbb{N}^{2}: k+l \geq \sigma\right\} .
$$

It follows that

$$
\begin{aligned}
|V-S| & =\left|V-\sum_{k=0}^{\sigma-1} s_{k}-\sum_{\sigma}^{\infty} s_{k}\right| \leq \sum_{k=\sigma}^{\infty}\left\|s_{k}\right\|+\left|V-\sum_{k=0}^{\sigma-1} s_{k}\right| \\
& \leq \frac{\varepsilon}{4}+\left|V-\sum_{k=0}^{\sigma-1}\left(\sum_{l=0}^{L-1} x_{k l}+\sum_{l=L}^{\infty} x_{k l}\right)\right| \\
& \leq \frac{\varepsilon}{4}+\left|\sum_{k=0}^{\sigma-1} \sum_{l=L}^{\infty} x_{k l}\right|+\left|V-\sum_{k=0}^{\sigma-1} \sum_{l=0}^{L-1} x_{k l}\right| \\
& \leq \frac{\varepsilon}{4}+\sum_{k=0}^{\sigma-1} \sum_{l=L}^{\infty}\left\|x_{k l}\right\|+\left|\sum_{n=\nu}^{\infty} v_{n}\right|+\left|\sum_{n=0}^{\nu-1} v_{n}-\sum_{k=0}^{\sigma-1} \sum_{l=0}^{L-1} x_{k l}\right| \\
& \leq \frac{\varepsilon}{4}+\frac{\varepsilon}{4}+\frac{\varepsilon}{4}+\left|\sum_{n=0}^{\nu-1} v_{n}-\sum_{k=0}^{\sigma-1} \sum_{l=0}^{L-1} x_{k l}\right| \\
& =\frac{3 \varepsilon}{4}+\left|\sum_{(k, l) \in Z} x_{k l}\right| \leq \frac{3 \varepsilon}{4}+\sum_{(k, l) \in Z}\left\|x_{k l}\right\| \\
& \leq \frac{3 \varepsilon}{4}+\left|\sum_{k+l \geq \nu} x_{k l}\right| \leq \frac{3 \varepsilon}{4}+\frac{\varepsilon}{4}=\varepsilon,
\end{aligned}
$$

Analogously $\sum_{l=0}^{\infty} t_{l}=\sum_{n=0}^{\infty} v_{n}$ is shown.
Theorem 4.67 (Cauchy product). Let $\mathbb{F}$ be a field $\|\cdot\|$ a norm on $\mathbb{F}$ and $\left(x_{k}\right)_{k \in \mathbb{N}_{0}},\left(y_{l}\right)_{l \in \mathbb{N}_{0}} \subset \mathbb{F}$. If the series $\sum_{k=0}^{\infty} x_{k}, \sum_{l=0}^{\infty} y_{l}$ are absolute convergent, then so is their Cauchy product

$$
\sum_{n=0}^{\infty} z_{n}:=\sum_{n=0}^{\infty} \sum_{k=0}^{n} x_{k} y_{n-k}
$$

and

$$
\left(\sum_{k=0}^{\infty} x_{k}\right) \cdot\left(\sum_{l=0}^{\infty} y_{l}\right)=\sum_{n=0}^{\infty} z_{n}=\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} x_{k} y_{n-k}\right) .
$$

Proof. Let $x_{k l}:=x_{k} \cdot y_{l}, k, l \in \mathbb{N}_{0}$. Then

$$
\begin{aligned}
\sum_{k, l=0}^{n}\left\|x_{k l}\right\| & =\sum_{k, l=0}^{n}\left\|x_{k}\right\| \cdot\left\|y_{l}\right\|=\left(\sum_{k=0}^{n}\left\|x_{k}\right\|\right)\left(\sum_{l=0}^{n}\left\|y_{l}\right\|\right) \\
& \leq \underbrace{\left(\sum_{k=0}^{\infty}\left\|x_{k}\right\|\right)\left(\sum_{l=0}^{\infty}\left\|y_{l}\right\|\right)}_{=: M}<\infty .
\end{aligned}
$$

and the assertion follows from Theorem 4.66.
That the assumption of absolute convergence in Theorem 4.65 is necessary as the following theorem shows.

Theorem 4.68 (Riemann rearrangement theorem). Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ such that $\sum_{n=1}^{\infty}$ is conditionally convergent and let $x \in \mathbb{R}$. Then there exists a permuta tion $\sigma: \mathbb{N} \rightarrow \mathbb{N}$ such that

$$
\sum_{n=1}^{\infty} x_{\sigma(n)}
$$

Proof. There are infinitely many positive and negative terms sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ because otherwise the series $\sum_{n=1}^{\infty} x_{n}$ would be absolutely convergent, in contradiction to the assumption that the series is conditionally convergent. Let $\left(a_{n}\right)_{n \in \mathbb{N}}$ be the sequence of all non-negative terms and $\left(b_{n}\right)_{n \in \mathbb{N}}$ be the sequence of all negative terms. These sequences can be chosen by induction: Let $n_{1}=\min \left\{n \in \mathbb{N}: x_{n} \geq 0\right\}$ and set $a_{1}:=x_{n_{1}}$. Assume that $n_{1}<n_{1}<\ldots n_{k}$ are already chosen. Let $n_{k+1}:=\min \left\{n \in \mathbb{N}: n>n_{k} \wedge x_{n} \geq 0\right\}$ and set $a_{k+1}:=x_{n_{k+1}}$. Since $\sum_{n=1}^{\infty} x_{n}$ is conditionally convergent, we have

$$
\begin{array}{ll}
\lim _{n \rightarrow \infty} a_{n}=0, & \lim _{n \rightarrow \infty} b_{n}=0 \\
\sum_{n=1}^{\infty} a_{n}=\infty, & \sum_{n=1}^{\infty} b_{n}=-\infty
\end{array}
$$

Next we define the permutation $\sigma: \mathbb{N} \rightarrow \mathbb{N}$ by induction. Assume that $\sigma(1), \ldots, \sigma(k$ are already defined. As $x_{\sigma(k+1)}$ we chose the next not yet chosen term in the sequence

$$
\begin{cases}\left(a_{n}\right)_{n \in \mathbb{N}} & \text { if } \quad \sum_{j=1}^{k} x_{\sigma(j)} \leq x, \\ \left(b_{n}\right)_{n \in \mathbb{N}} & \text { if } \sum_{j=1}^{k} x_{\sigma(j)}>x .\end{cases}
$$

Note that in the first case there exists a $n \in \mathbb{N}, n \geq k$ such that $\sum_{j=1}^{n} x_{\sigma(j)}>x$ by (4.14); analogously in the second case.

Now we prove that the rearranged sum converges to $x$. The idea is the same as in the proof of the Leibniz criterion (Theorem 4.53).
Let $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that $\left|x_{\sigma(n)}\right|<\varepsilon, n \geq N$. Without restriction assume $\sum_{j=1}^{N} x_{\sigma(j)} \leq x$. Choose $K \in \mathbb{N}$ such that $\sum_{j=1}^{N+K} x_{\sigma(j)}>x$. Then

$$
\left|\sum_{j=1}^{n} x_{\sigma(j)}-x\right| \leq \varepsilon, \quad n \geq N+K .
$$

## Euler's number

Theorem 4.69. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ defined by

$$
x_{n}:=\left(1+\frac{1}{n}\right)^{n}, \quad n \in \mathbb{N},
$$

converges and

$$
\begin{equation*}
\mathrm{e}:=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=\sum_{n=0}^{\infty} \frac{1}{n!} \tag{4.15}
\end{equation*}
$$

is called the Euler's number ( $\mathrm{e}=2,71828182 \ldots$...).
Proof. Exercise 5.4. We show the assertion in several steps:
(i) $2 \leq\left(1+\frac{1}{n}\right)^{n} \leq \sum_{k=0}^{n} \frac{1}{k!} \leq 3, \quad n \geq 4$.
(ii) The sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(s_{n}\right)_{n \in \mathbb{N}}$ where $s_{n}:=\sum_{k=0}^{\infty} \frac{1}{k!}$ converge.
(iii) Finally we show (4.15).
(i) Let us show the second in equality in (4.15). For all $n \in \mathbb{N}$ we have

$$
\left(1+\frac{1}{n}\right)^{n}=\sum_{k=0}^{n}\binom{n}{k} \frac{1}{n^{k}}=\sum_{k=0}^{n} \underbrace{\frac{n!}{n^{k}(n-k)!}} \frac{1}{k!} \leq \sum_{k=0}^{n} \frac{1}{k!}
$$

To show the last inequality in (4.15) let $n \geq 4$. Then, using $2^{k}<k!$ for all $k \geq 4$, which can be shown easily by induction, we find

$$
\begin{aligned}
\sum_{k=0}^{n} \frac{1}{k!} & =\underbrace{\sum_{k=0}^{4} \frac{1}{k!}}_{=16}+\sum_{k=4}^{n} \underbrace{\frac{1}{k!}}_{\leq 2^{-k}} \leq \frac{16}{6}+\sum_{k=4}^{n} 2^{-k}=\frac{16}{6}+2^{-4} \sum_{k=0}^{n} 2^{-k} \\
& \leq \frac{16}{6}+2^{-4} \sum_{k=0}^{\infty} 2^{-k}=\frac{16}{6}+\frac{2^{-4}}{1-\frac{1}{2}}=\frac{16}{6}+\frac{1}{2^{3}}=\frac{16}{6}+2^{-3}=\frac{67}{24}<3
\end{aligned}
$$

The first inequality holds since $(x N)_{n \in \mathbb{N}}$ is monotonically increasing as is shown below and $\left(1+\frac{1}{2}\right)^{2}=2.25>2$.
(ii) Since the sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ is monotonically increasing and bounded from above by (i), it converges.
To show that the sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ converges, it suffices to show that is monotoni cally increasing because it is bounded from above by (i). Since $a_{n} \geq 1>0, n \in \mathbb{N}$, the monotonicity follows from

$$
\begin{aligned}
\frac{a_{n+1}}{a_{n}} & =\left(\frac{1+\frac{1}{n+1}}{1+\frac{1}{n}}\right)^{n}\left(1+\frac{1}{n+1}\right)=\left(\frac{n(n+1)+n}{n(n+1)+n+1}\right)^{n}\left(1+\frac{1}{n+1}\right) \\
& =\left(1-\frac{1}{n^{2}+2 n+1}\right)^{n}\left(1+\frac{1}{n+1}\right) \leq\left(1-\frac{n}{(n+1)^{2}}\right)\left(1+\frac{1}{n+1}\right) \\
& =\frac{n^{3}+3 n^{2}+3 n+2}{n^{3}+3 n^{2}+3 n+1}<1,
\end{aligned}
$$

where in the second line we used the Bernoulli inequality (3.2).
(iii) It follows from part (i) that

$$
\lim _{n \rightarrow \infty} x_{n} \leq \lim _{n \rightarrow \infty} s_{n}=\sum_{k=0}^{\infty} \frac{1}{k!} .
$$

To show the converse inequality, we show that for each $n \in \mathbb{N}$ there exists an $m \in \mathbb{N}$ such that $x_{m} \geq s_{n}$. For fixed $n \in \mathbb{N}$ and $m>n$ it follows that

$$
\begin{aligned}
x_{m}-s_{n} & =\left(1+\frac{1}{m}\right)^{m}-\sum_{k=0}^{n} \frac{1}{k!}=\sum_{k=0}^{m}\binom{m}{k} \frac{1}{m^{k}}-\sum_{k=0}^{n} \frac{1}{k!} \\
& =\sum_{k=0}^{m} \frac{m!}{(m-k)!m^{k}} \frac{1}{k!}-\sum_{k=0}^{n} \frac{1}{k!} \\
& =\sum_{k=0}^{n} \underbrace{\frac{1}{k!}}_{\leq 1} \underbrace{\left.\frac{m!}{(m-k)!m^{k}}-1\right)}_{\leq 0}+\underbrace{\sum_{k=n+1}^{m} \frac{m!}{(m-k)!k!} \frac{1}{m^{k}}}_{\geq \frac{1}{m^{n+1}}} \\
& \geq \sum_{k=0}^{n}\left(\frac{m!}{(m-k)!m^{k}}-1\right)+\frac{1}{n^{n+1}}
\end{aligned}
$$

Using that $\frac{m-j}{m} \leq 1,0 \leq j \leq m$, we can estimate

$$
1>\frac{m!}{(m-k)!m^{k}}=\frac{m}{m} \cdots \cdot \frac{m-k+1}{m^{k}} \geq \frac{m}{m} \cdots \frac{m-n+1}{m^{n}} \geq \frac{(m-n+1)^{n}}{m^{n}} .
$$

Since $\frac{(m-n+1)^{n}}{m^{n}}=\left(1-\frac{n-1}{m}\right)^{n}$ tends to 1 for $m \rightarrow \infty$, we can find an $M \in \mathbb{N}$ such that $0<1-\left(1-\frac{n-1}{m}\right)^{n}<\frac{1}{n^{n+1}(n+1)}, m \geq M$. Hence for all $m \geq M$

$$
x_{m}-s_{n} \geq \sum_{k=0}^{n}\left(\left(1-\frac{n-1}{m}\right)^{n}-1\right)+\frac{1}{n^{n+1}} \geq-\frac{n+1}{n^{n+1}(n+1)}+\frac{1}{n^{n+1}}>0 . \square
$$

### 4.6 Cantor's construction of $\mathbb{R}$

There are several methods to introduce the real numbers. For the method using Dedekind cuts see [Rud76, Appendix to Chapter 1]. Cantor's construction of $\mathbb{R}$ uses Cauchy sequences on $\mathbb{Q}$.

Definition 4.70. A relation $\sim$ on a set $X$ is called equivalence relation it is reflexive, symmetric and transitive

Let $\mathcal{C}_{\mathbb{Q}}$ be the set of all Cauchy sequences in $\mathbb{Q}$. On $\mathcal{C}_{\mathbb{Q}}$ we define the relation

$$
\left(x_{n}\right)_{n \in \mathbb{N}} \sim\left(y_{n}\right)_{n \in \mathbb{N}} \Longleftrightarrow \lim _{n \rightarrow \infty}\left|x_{n}-y_{n}\right|=0 .
$$

It is easy to see that $\sim$ is an equivalence relation on $\mathcal{C}_{\mathbb{Q}}$. We define

$$
\mathbb{R}:=\mathcal{C}_{\mathbb{Q}} / \sim=\left\{\left[\left(x_{n}\right)_{n \in \mathbb{N}}\right]:\left(x_{n}\right)_{n \in \mathbb{N}} \in \mathcal{C}_{\mathbb{Q}}\right\} .
$$

Note that each $q \in \mathbb{Q}$ is identified with the equivalence class $\left[(q)_{n \in \mathbb{N}}\right] \in \mathbb{R}$. Together with the operations + and

$$
\begin{aligned}
{\left[\left(x_{n}\right)_{n \in \mathbb{N}}\right]+\left[\left(y_{n}\right)_{n \in \mathbb{N}}\right]: } & =\left[\left(x_{n}+y_{n}\right)_{n \in \mathbb{N}}\right],
\end{aligned} \quad\left[\left(x_{n}\right)_{n \in \mathbb{N}}\right],\left[\left(y_{n}\right)_{n \in \mathbb{N}}\right] \in \mathbb{R},
$$

$\mathbb{R}$ is a field. We define an order on $\mathbb{R}$ by

$$
\left[\left(x_{n}\right)_{n \in \mathbb{N}}\right]>0 \quad: \Longleftrightarrow \quad \exists r \in \mathbb{Q}_{+} \exists N_{0} \in \mathbb{N} \forall n \geq N x_{n} \geq r
$$

It can be shown that $+, \cdot,<$ are well-defined (i.e., if $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are Cauchy sequences in $\mathbb{Q}$, then so are $\left(x_{n}+y_{n}\right)_{n \in \mathbb{N}}$ and $\left(x_{n} \cdot y_{n}\right)_{n \in \mathbb{N}}$, and the definitions above do not depend on the sequence chosen to represent the equivalence classes) and that $\mathbb{R}$ indeed is an ordered field.
It remains to be shown that $\mathbb{R}$ has the least upper bound property.
First we note that in $\mathbb{Q}$ the Archimedean property (Theorem 3.16) holds. Indeed, let $x, y>0$ in $\mathbb{Q}$. Then there exist $p, q, r, s \in \mathbb{N}$ such that $x=\frac{p}{q}, y=\frac{r}{s}$. Then $2(q r) x=2 p r>r \geq \frac{r}{s}=y$. Since every Cauchy sequence in $\mathbb{Q}$ is bounded in $\mathbb{Q}$, also $\mathbb{R}$ has the Archimedean property
Using the Archimedean property the following proposition is proved (see Exercise 2.3).

Proposition 4.71. For all every pair of real numbers $a<b$ there exists an $x \in \mathbb{Q}$ such that $a<x<b$.

Theorem 4.72. $\mathbb{R}$ has the least upper bound property
Proof. Let $M \subseteq \mathbb{R}$ such that $M \neq \emptyset$ and $M$ is bounded from above. Since $M$ is bounded there exists an upper bound $b \in \mathbb{R}$ of $M$. Since $M \neq \emptyset$, there exists an element $a \in \mathbb{R}$ that is not an upper bound of $M$ (take for example $a=\alpha-1$ for an arbitrary element $\alpha \in M$. We construct a sequence of intervals $\mathbb{R}$

$$
[a, b]=:\left[a_{0}, b_{0}\right] \supset\left[a_{1}, b_{1}\right] \supset\left[a_{2}, b_{2}\right] \ldots
$$

as follows: If $c:=\frac{b-a}{2}$ is an upper bound of $M$, then we set $\left[a_{1}, b_{1}\right]=\left[a_{1}, c\right]$, otherwise $\left[a_{1}, b_{1}\right]=\left[c, b_{1}\right]$, and so on. For each $n \in \mathbb{N}, b_{n}$ is an upper bound of $M$ but $a_{n}$ is not. Moreover, $b_{n}-a_{n}=\frac{b-a}{2^{n}}, n \in \mathbb{N}$. By the proposition above, we can choose in each interval $\left[a_{n}, b_{n}\right]$ a $c_{n} \in \mathbb{Q}$ such that $a_{n}<c<n<b_{n}$. Obviously, $\left(c_{n}\right)_{n \in \mathbb{N}}$ is Cauchy sequence in $\mathbb{Q}$ because

$$
\left|c_{m}-c_{n}\right| \leq 2^{-m}, \quad n \geq m,
$$

therefore $\left(c_{n}\right)_{n \in \mathbb{N}}$ represents an element $c=\left[\left(c_{n}\right)_{n \in \mathbb{N}}\right]$ in $\mathbb{R}$.
Finally, we show that $c$ is the least upper bound of $M$ in $\mathbb{R}$. Let $\alpha \in M$. Since for all $n \in \mathbb{N}$ we have that $\alpha<b_{n}$, it follows that $\alpha \leq \lim _{n \rightarrow \infty} b_{n}=c$, hence $c$ is an upper bound of $M$. Let $d$ be an arbitrary upper bound of $M$. Then $d>a_{n}$ $n \in \mathbb{N}$. Therefore we have $d \geq \lim _{n \rightarrow \infty} a_{n}=c$, therefore $c$ is the least upper bound of $M$.

## Chapter 5

## Continuous functions

### 5.1 Continuity

Definition 5.1. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces, $\mathcal{D} \subseteq X$ and $x_{0} \in \mathcal{D}$. A function $f: \mathcal{D} \rightarrow Y$ is called continuous in $x_{0}$

$$
: \Longleftrightarrow \quad \forall \varepsilon>0 \exists \delta>0 \forall x \in \mathcal{D}:\left(d_{X}\left(x, x_{0}\right)<\delta \Longrightarrow d_{Y}\left(f(x), f\left(x_{0}\right)\right)<\varepsilon\right)
$$

The function $f$ is called continuous (in $\mathcal{D}$ ) if it is continuous in every $x_{0} \in \mathcal{D}$. If $f$ is called discontinuous in $x_{0} \in \mathcal{D}$ if it is not continuous in $x_{0} \in \mathcal{D}$.
In other words: $f$ is continuous in $x_{0} \in \mathcal{D}$

$$
\begin{equation*}
\Longleftrightarrow \quad \forall \varepsilon>0 \exists \delta>0 f\left(B_{\delta}\left(x_{0}\right) \cap \mathcal{D}\right) \subseteq B_{\varepsilon}\left(f\left(x_{0}\right)\right) . \tag{5.1}
\end{equation*}
$$

In the special case $X=Y=\mathbb{R}$ or $\mathbb{C}$ with the usual metric, a function $f: \mathbb{R} \supset \mathcal{D} \rightarrow \mathbb{R}$ is continuous in $x_{0} \in \mathcal{D}$ if

$$
\forall \varepsilon>0 \exists \delta>0 \forall x \in \mathcal{D}: \quad\left(\left|x-x_{0}\right|<\delta \Longrightarrow\left|f(x)-f\left(x_{0}\right)\right|<\varepsilon\right) .
$$

Geometric Interpretation. If $f$ is continuous in $x_{0}$, then for every strip $S_{\varepsilon}$ at $f\left(x_{0}\right)$ there exists an interval $I_{\delta}$ at $x_{0}$ such that the graph of $f$ over $I_{\delta}$ lies in the strip $S_{\varepsilon}$.
In other words, when $x$ is changed sufficiently little about $x_{0}$, then the function value remains as close as we want to the function value $f\left(x_{0}\right)$.

## Examples 5.2.

(i) Let $a \in \mathbb{R}$ and $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=a$. Obviously, $f$ is continuous.
(ii) $\operatorname{id}: \mathbb{R} \rightarrow \mathbb{R}, \operatorname{id}(x)=x$, is continuous in $\mathbb{R}$.

Proof. Let $x_{0} \in \mathbb{R}$ and $\varepsilon>0$. Then for all $x \in \mathbb{R}$ such that $\left|x-x_{0}\right|<\delta:=\varepsilon$ it
follows that $\left|\operatorname{id}(x)-\operatorname{id}\left(x_{0}\right)\right|=\left|x-x_{0}\right|<\varepsilon$.
(iii) Analogously, for arbitrary metric spaces $\left(X, d_{X}\right),\left(Y, d_{Y}\right), a \in Y$ the functions $f: X \rightarrow Y, f(x)=a$, and $\operatorname{id}_{X}: X \rightarrow X, \operatorname{id}(x)=x$, are continuous


Figure 5.1: For every strip $S_{\varepsilon}$ centred at $f\left(x_{0}\right)$ there exists an interval $I_{\delta}$ such that the graph $G_{f}$ of $f$ above $I_{\delta}$ lies in $S_{\varepsilon}$.
(iv) Let $\left(X, d_{X}\right)$ be a metric space. For $a \in X$ let Then $f_{a}: X \rightarrow \mathbb{R}, f(x)=d(a, x)$, is continuous in $X$.
More generally, let $\left(Y, d_{Y}\right)$ be a metric space and define a metric on $X \times Y$ by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right):=\sqrt{d\left(x_{1}, x_{2}\right)^{2}+d\left(y_{1}, y_{2}\right)^{2}}, \quad\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \in X \times Y$.
For $(a, b) \in X \times Y$ the function $f: X \times Y \rightarrow \mathbb{R}, f(x, y)=d_{X \times Y}((x, y),(a, b))$ is continuous in $X \times Y$
(v) Let $(X,\|\cdot\|)$ be a normed space. Then $f: X \rightarrow \mathbb{R}, f(x)=\|x\|$, is continuous in $X$. (This is a special case of (iv) with $a=0$.)

Proof. Let $x_{0} \in X$ and $\varepsilon>0$. Then for all $x \in X$ we have the implication

$$
\left\|x-x_{0}\right\|<\delta \quad \Longrightarrow \quad\left|f(x)-f\left(x_{0}\right)\right|=\left|\|x\|-\left\|x_{0}\right\|\right| \leq\left\|x-x_{0}\right\|<\varepsilon
$$

(vi) $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x^{2}$, is continuous in $\mathbb{R}$.

Proof. Let $x_{0} \in \mathbb{R}$ and $\varepsilon>0$. Let $\delta:=\min \left\{1, \frac{\varepsilon}{1+2 x_{0}}\right\}$. Then for $x \in \mathbb{R}$ with $\left\|x-x_{0}\right\|<\delta$ it follows that
$\left|f(x)-f\left(x_{0}\right)\right|=\left|x^{2}-x_{0}\right|^{2}=\left|x-x_{0}\right|\left|x+x_{0}\right| \leq \underbrace{\left|x-x_{0}\right|}_{\delta \leq \frac{\varepsilon}{1+2 \mid x}+}(\underbrace{\left|x-x_{0}\right|}_{<\delta \leq 1}+2\left|x_{0}\right|)<\varepsilon$. $\square$
(vii) The Heaviside function

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)= \begin{cases}1, & x \geq 0 \\ 0, & x<0,\end{cases}
$$

is not continuous in $x=0$.
Proof. Assume that there exists a $\delta>0$ such that $|f(x)-f(0)|<\frac{1}{2}$ for all $x \in \mathbb{R}$ with $|x-0|<\frac{1}{2}$. This contradicts $\left|f\left(-\frac{1}{2}\right)-f(0)\right|=1>\frac{1}{2}$.


Example 5.2 (v): $f(x)=|x|$


Example 5.2 (vi): $f(x)=x^{2}$


Example 5.2 (vii): Heaviside function

$h(x)=\sin \left(x^{-1}\right)($ Exercise 10.1)

Figure 5.2: The functions in the first row are continuous, the functions in the second row are not
(viii) The Dirichlet function

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)= \begin{cases}1, & x \in \mathbb{Q}, \\ 0, & x \in \mathbb{R} \backslash \mathbb{Q},\end{cases}
$$

is nowhere continuous in $\mathbb{R}$.
Proof. Exercise 7.4.

Definition 5.3. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be metric spaces. A function $f: X \supseteq \mathcal{D} \rightarrow Y$ is called Lipschitz continuous with Lipschitz constant $L$ if

$$
x, y \in \mathcal{D} \quad \Longrightarrow \quad d_{Y}(f(x), f(y)) \leq L d_{X}(x, y)
$$

Lipschitz continuity is stronger than continuity.
Theorem 5.4. Every Lipschitz continuous functions is continuous.
Proof. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be metric spaces and $f: X \supseteq \mathcal{D} \rightarrow Y$ Lipschitz continuous with Lipschitz constant $L>0$. Let $x_{0} \in \mathcal{D}$ and $\varepsilon>0$. Then for all $x \in \mathcal{D}$ with $d_{X}\left(x, x_{0}\right)<\frac{\varepsilon}{L}$ it follows that

$$
d_{Y}\left(f(x), f\left(x_{0}\right)\right) \leq L d_{X}(x, y)<\varepsilon .
$$

The next theorem gives a criterion for continuity of a function in a point in terms of sequences.
Theorem 5.5. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be metric spaces, $\mathcal{D} \subseteq X, f: X \supseteq \mathcal{D} \rightarrow Y$, $x_{0} \in \mathcal{D}$. Then $f$ is continuous in $x_{0}$ if and only if for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D}$ which converges to $x_{0}$ the sequence $\left(f\left(x_{n}\right)\right)_{n \in \mathbb{N}} \subseteq Y$ converges to $f\left(x_{0}\right)$.
Proof. " $\Longrightarrow$ " Let $f$ be continuous in $x_{0} \in \mathcal{D}$ and $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D}$ with $x_{n} \rightarrow x_{0}, n \rightarrow$ $\infty$. Let $\varepsilon>0$. Then there exists a $\delta>0$ such that $f\left(B_{\delta}\left(x_{0}\right) \cap \mathcal{D}\right) \subseteq B_{\varepsilon}\left(f\left(x_{0}\right)\right)$. Since $x_{n} \rightarrow x_{0}, n \rightarrow \infty$, there exists an $N \in \mathbb{N}$ such that $x_{n} \in B_{\delta}\left(x_{0}\right), n \geq N$ Therefore $d_{Y}\left(f\left(x_{n}\right), f\left(x_{0}\right)\right)<\varepsilon, n \geq N$ which implies that $f\left(x_{n}\right) \rightarrow f\left(x_{0}\right), n \rightarrow \infty$.
$" \Longleftarrow$ " Assume that $f$ is not continuous in $x_{0}$. Then there exists an $\varepsilon>0$ such that

$$
\forall \delta>0 \exists x \in \mathcal{D}: d_{X}\left(x, x_{0}\right)<\delta \wedge d_{Y}\left(f(x), f\left(x_{0}\right)\right) \geq \varepsilon .
$$

In particular, we find a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that

$$
\forall n \in \mathbb{N} \exists x_{n} \in \mathcal{D}: d_{X}\left(x_{n}, x_{0}\right)<\frac{1}{n} \wedge d_{Y}\left(f\left(x_{n}\right), f\left(x_{0}\right)\right) \geq \varepsilon
$$

Hence $x_{n} \rightarrow x_{0}$ but $f\left(x_{n}\right) \nrightarrow f\left(x_{0}\right)$, in contradiction to the assumption.
The previous theorem states that continuous functions and limits commute:

$$
\lim _{x \rightarrow x_{0}} f(x)=f\left(\lim _{x \rightarrow x_{0}} x\right) .
$$

Next we show that continuity is compatible with algebraic operations.
Definition 5.6. Let $X$ be a set, $Y$ a vector space over a field $\mathbb{F}, \mathcal{D}_{f}, \mathcal{D}_{g} \subseteq X$, and $f: \mathcal{D}_{f} \rightarrow Y, g: \mathcal{D}_{g} \rightarrow Y, \lambda \in \mathbb{F}$. Let $\mathcal{D}_{\lambda f+g}:=\mathcal{D}_{f} \cap \mathcal{D}_{g}$. Using the algebraic structure on $Y$ we define and sum of two functions and the product with a scala by

$$
\lambda f+g: \mathcal{D}_{\lambda f+g} \rightarrow Y, \quad(\lambda f+g)(x):=\lambda f(x)+g(x) .
$$

If $Y$ is a field we set $\mathcal{D}_{f g}:=\mathcal{D}_{f} \cap \mathcal{D}_{g}, \mathcal{D}_{f}^{g}:=\left\{x \in X: x \in \mathcal{D}_{f} \cap \mathcal{D}_{g}, g(x) \neq 0\right\}$ and

$$
\begin{aligned}
f g: \mathcal{D}_{f g} \rightarrow Y, & (f g)(x) & :=f(x) g(x), \\
\frac{f}{g}: \mathcal{D}_{\frac{f}{g}} \rightarrow Y, & \frac{f}{g}(x) & :=\frac{f(x)}{g(x)} .
\end{aligned}
$$

Theorem 5.7. Let $\left(X, d_{X}\right)$ be a metric space, $(Y,\|\cdot\|)$ a normed space over a field $\mathbb{F}$ and $f: X \supseteq \mathcal{D}_{f} \rightarrow Y, g: X \supseteq \mathcal{D}_{g} \rightarrow Y$ functions and $\lambda \in \mathbb{F}$. Let $x_{0} \in \mathcal{D}_{f} \cap \mathcal{D}_{g}$ such that $f$ and $g$ are continuous in $x_{0}$. Then
(i) $\lambda f+g$ is continuous in $x_{0}$.

If $Y$ is a field, then
(ii) $f g$ is continuous in $x_{0}$.
(iii) $\frac{f}{g}$ is continuous in $x_{0}$ if $g\left(x_{0}\right) \neq 0$.

Proof. Exercise 7.1.

Corollary 5.8. Let $\left(X, d_{X}\right)$ be a metric space and $(Y,\|\cdot\|)$ a normed space. Then the set

$$
C(X, Y):=\{f: X \rightarrow Y \text { continuous }\}
$$

is a linear subspace of the vector space $Y^{X}=\{f: X \rightarrow Y\}$.
If $Y=\mathbb{R}$ or $Y=\mathbb{C}$, then often the notation $C(X)$ is used instead of $C(X, \mathbb{R})$ or $C(X, \mathbb{C})$.

Example. Since the functions $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=1$, and id : $\mathbb{R} \rightarrow \mathbb{R}$ are continuous, Theorem 5.7 implies that all polynomials

$$
P: \mathbb{R} \rightarrow \mathbb{R}, \quad x \mapsto \sum_{n=0}^{m} a_{n} x^{n}
$$

are continuous in $\mathbb{R}$.
Example. Let $\mathbb{F}$ be a field, $m, n \in \mathbb{N}$. For the multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ we define $|\alpha|=\sum_{k=1}^{n} \alpha_{k}$ and $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$ for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}^{n}$.
A polynomial of degree $m$ with coefficients in $\mathbb{F}$ is a function

$$
P: \mathbb{F}^{n} \rightarrow \mathbb{F}, \quad P(x)=\sum_{|\alpha| \leq m} c_{\alpha} x^{\alpha},
$$

such that there exists at least one $\alpha \in \mathbb{N}^{n}$ such that $|\alpha|=m$ and $c_{\alpha} \neq 0$.
A function $R: \mathcal{D}_{R} \subseteq \mathbb{F}^{n} \rightarrow \mathbb{F}$ is called a rational function if there exist polynomials $P, Q: \mathbb{F}^{n} \rightarrow \mathbb{F}$ such that

$$
R=\frac{P}{Q}, \quad \mathcal{D}_{R}=\left\{x \in \mathbb{F}^{n}: Q(x) \neq 0\right\} .
$$

If $\mathbb{F}$ is equipped with a norm, in particular, when $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$, then all polynomials and all rational functions on $\mathbb{F}^{n}$ are continuous by Theorem 5.7 and the fact that the maps

$$
\mathbb{F} \times \mathbb{F} \rightarrow \mathbb{F}, \quad(x, y) \mapsto x+y, \quad \mathbb{F} \times \mathbb{F} \rightarrow \mathbb{F}, \quad(x, y) \mapsto x y
$$

are continuous with the norm on $\mathbb{F} \times \mathbb{F}$ defined by $\|(x, y)\|=\sqrt{\|x\|^{2}+\|y\|^{2}}$.
Theorem 5.9. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right),\left(Z, d_{Z}\right)$ be metric spaces and $f: X \supseteq \mathcal{D}_{f} \rightarrow$ $Y, g: Y \supseteq \mathcal{D}_{g} \rightarrow Z$ functions such that $\mathrm{R}(f) \subseteq \mathcal{D}_{g}$. Let $x_{0} \in \mathcal{D}_{f}$. If $f$ is continuous $Y, g: Y \supseteq \mathcal{D}_{g} \rightarrow Z$ functions such that $\mathrm{R}(f) \subseteq \mathcal{D}_{g}$. Let $x_{0} \in \mathcal{D}_{f}$. If
in $s_{0}$ and $g$ is continuous in $f\left(x_{0}\right)$ then $g \circ f$ is continuous in $x_{0}$.

Proof. We use the criterion of Theorem 5.5 to prove the continuity of $g \circ f$ in $x_{0}$ Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{D}_{f}$ such that $x_{n} \rightarrow x_{0}$ for $n \rightarrow \infty$. Then $f\left(x_{n}\right) \rightarrow f\left(x_{0}\right)$ because $f$ is continuous in $x_{0}$. Since $g$ is continuous in $f\left(x_{0}\right)$ it follows that

$$
\lim _{n \rightarrow \infty}(g \circ f)\left(x_{n}\right)=\lim _{n \rightarrow \infty} g\left(f\left(x_{n}\right)\right)=g\left(\lim _{n \rightarrow \infty} f\left(x_{n}\right)\right)=g\left(f\left(x_{0}\right)\right)=(g \circ f)\left(x_{0}\right) .
$$

Therefore, by Theorem 5.5, $g \circ f$ is continuous in $x_{0}$.
Remark. The continuity of $g \circ f$ does imply neither the continuity of $f$ nor of $g$.

- $f$ Heaviside function, $g: \mathbb{R} \rightarrow \mathbb{R}, g \equiv 0$. Then $g \circ f$ and $g$ are continuous, but $f$ is not continuous in 0 .
- $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x^{2}, g$ Heaviside function. Then $g \circ f$ and $f$ are continuous, but $g$ is not continuous in 0 .
If, however, $\mathrm{R}(f)=\mathcal{D}_{g}$, then continuity of $g \circ f$ and $f$ imply that $g$ is continuous.
Definition 5.10. Let ( $X, d_{X}$ ) be a metric space and $M \subseteq X$. A point $x_{0} \in X$ is called a limit point (or cluster point) of $M$ if there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq$ $M \backslash\left\{x_{0}\right\}$ such that $\lim _{n \rightarrow \infty} x_{n}=x_{0}$. In other words:

$$
\forall \varepsilon>0 \exists x_{\varepsilon} \in M: 0<d_{X}\left(x, x_{\varepsilon}\right)<\varepsilon .
$$

Remark. - A limit point of $M$ does not necessarily belong to $M$, for example, 1 is a cluster point of the interval $(0,1) \subseteq \mathbb{R}$ but $0 \notin(0,1)$.

- Not every point $x \in M$ is a limit point of $M$. For example, if $|M|<\infty$ then $M$ contains non limit point.
- Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ a sequence in a metric space $X$ and $M:=\left\{x_{n} n \in \mathbb{N}\right\}$. Then each limit point of $M$ is a cluster value of $x_{n}$, the converse is not true. For example consider the sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ defined by $x_{n}=1, n \in \mathbb{N}$. Then 1 is a cluster value of the sequence, but it is not a limit point of the corresponding set $M$.

Definition 5.11. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ metric spaces, $f: X \supseteq \mathcal{D}_{f} \rightarrow Y$ a function and $x_{0}$ a limit point of $\mathcal{D}_{f}$. A point $a \in Y$ is called limit of $f$ in $x_{0}$ if

$$
\forall \varepsilon>0 \exists \delta>0 \forall x \in \mathcal{D}_{f}: \quad\left(0<d_{X}\left(x, x_{0}\right)<\delta \Longrightarrow d_{Y}(f(x), a)<\varepsilon\right) .
$$

Theorem 5.12 shows that the limit is uniquely determined and we write

$$
\lim _{x \rightarrow x_{0}} f(x)=a .
$$

Remark. That the limit of $f$ in $x_{0}$ exists does not imply that $f$ is defined in $x_{0}$.
The next theorem gives a criterion for the existence of the limit of a function in terms of sequences.

Theorem 5.12. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ metric spaces, $f: X \supseteq \mathcal{D} \rightarrow Y$ a function and $x_{0}$ a limit point of $\mathcal{D}$. Then $\lim _{x \rightarrow x_{0}} f(x)=a$ if and only if for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D} \backslash\left\{x_{0}\right\}$ which converges to $x_{0}$ the sequence $\left(f\left(x_{n}\right)\right)_{n \in \mathbb{N}} \subseteq Y$ converges to $a$.

Proof. " $\Longrightarrow$ " Assume that $\lim _{x \rightarrow x_{0}} f(x)=a$ exists. Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D} \backslash\left\{x_{0}\right\}$ such that $x_{n} \rightarrow x_{0}$ for $n \rightarrow \infty$ and let $\varepsilon>0$. By assumption there exists a $\delta>0$ such that

$$
x \in \mathcal{D} \wedge 0<d_{X}\left(x, x_{0}\right)<\delta \quad \Longrightarrow \quad d_{Y}(f(x), a)<\varepsilon .
$$

Since $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to $x_{0}$, there exists an $N \in \mathbb{N}$ such that $0<d_{X}\left(x_{n}, x_{0}\right)<\delta$, $n \geq \mathbb{N}$, hence $d_{Y}\left(f\left(x_{n}\right), a\right)<\varepsilon, n \geq N$. Therefore $f\left(x_{n}\right)$ converges to $a$. " $\Longleftarrow$ " Assume $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=a$ for each sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D} \backslash\left\{x_{0}\right\}$ with $\lim _{n \rightarrow \infty} x_{n}=x_{0}$. Assume $\lim _{x \rightarrow x_{0}} f(x) \neq a$. Then there exists an $\varepsilon>0$ such that for every $n \in \mathbb{N}$ there exists an $x_{n} \in \mathcal{D}$ such that

$$
0<d_{X}\left(x_{n}, x_{0}\right)<\frac{1}{n} \text { and } d_{Y}\left(f\left(x_{n}\right), a\right) \geq \varepsilon .
$$

Since by construction the sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{D} \backslash\left\{x_{0}\right\}$ converges to $x_{0}$, this is a contradiction to the assumption.

Theorem 5.13. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ metric spaces, $f: X \supseteq \mathcal{D} \rightarrow Y$ a function Theorem 5.13. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ metric spaces, $f: X \supseteq \mathcal{D} \rightarrow Y$ a function
and $x_{0}$ a limit point of $\mathcal{D}$. Then $f$ is continuous in $x_{0}$ if and only if the limit of $f$ in $x_{0}$ exists and $\lim _{x \rightarrow x_{0}} f(x)=f\left(x_{0}\right)$.

Proof. This follows immediately from Theorem 5.5 and Theorem 5.12. $\square$ Note that the existence of the limit in $x_{0}$ is not sufficient for continuity of $f$ in $x_{0}$. For example, for the function

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)= \begin{cases}0, & x \neq 0, \\ 1, & x=0\end{cases}
$$

the limit of $f$ in $x_{0}$ exists and is equal to 0 but $f$ is not continuous in $x_{0}$.
Theorem 5.14. Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ metric spaces, $f: X \supseteq \mathcal{D} \rightarrow Y$ a function and $x_{0} \notin \mathcal{D}$ a limit point of $\mathcal{D}$. If the limit of $f$ in $x_{0}$ exists, then $f$ has a unique continuous extension $\widehat{f}: \mathcal{D} \cup\left\{x_{0}\right\} \rightarrow Y$.

Proof. By Theorem 5.5 the function

$$
\widehat{f}: \mathcal{D} \cup\left\{x_{0}\right\} \rightarrow Y, \quad \widehat{f}(x)= \begin{cases}f(x), & x \in \mathcal{D} \\ \lim _{x \rightarrow x_{0}} f(x), & x=x_{0}\end{cases}
$$

is a continuous extension of $f$. For any continuous extension $\tilde{f}$ of $f$ to $\mathcal{D} \cup\left\{x_{0}\right\}$ it follows that $\widehat{f}(x)=f(x)=\widetilde{f}(x)$ for all $x \in \mathcal{D}$ and by continuity of $\widehat{f}$ and $\widetilde{f}$

$$
\widehat{f}\left(x_{0}\right)=\lim _{x \rightarrow x_{0}} \widehat{f}(x)=\lim _{x \rightarrow x_{0}} \tilde{f}(x)=\tilde{f}\left(x_{0}\right)
$$

therefore the continuous extension of $f$ is unique.
Theorem 5.15 (Cauchy criterion). Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be metric spaces, $Y$ a complete metric space, $f: X \supset \mathcal{D} \rightarrow Y$ a function and $x_{0}$ a limit point of $\mathcal{D}$. Then $f$ has a limit in $x_{0}$ if and only if

$$
\begin{aligned}
\forall \varepsilon> & \exists \exists \delta>0 \forall x, y \in D_{f}: \\
& \left(0<d_{X}\left(x, x_{0}\right)<\delta \wedge 0<d_{X}\left(y, x_{0}\right)<\delta \Longrightarrow d_{Y}(f(x), f(y))<\varepsilon\right) .
\end{aligned}
$$

Proof. $\square$
If $X$ is $\mathbb{R}$ or any other ordered field with a norm, also one-sided limits are defined.
Definition 5.16. Let $\left(Y, d_{Y}\right)$ be a metric space, $(a, b) \subseteq \mathbb{R}$ an interval and $f$ $(a, b) \rightarrow Y$ a function. For $a \leq x_{0}<b$ we define

$$
f\left(x_{0}+\right):=\lim _{x \backslash x_{0}} f(x)=y \in Y
$$

if $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=y$ for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq\left(x_{0}, b\right)$ such that $x_{n} \rightarrow x_{0}$ for $n \rightarrow \infty$. Analogously

$$
f\left(x_{0}-\right):=\lim _{x \nearrow x_{0}} f(x)=y \in Y
$$

for $a<x_{0} \leq b$ if $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=y$ for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq\left(a, x_{0}\right)$ such that
$x_{n} \rightarrow x_{0}$ for $n \rightarrow \infty$.
The function $f$ is called

$$
\left\{\begin{array}{l}
\text { right continuous at } x_{0} \text { if } f\left(x_{0}+\right)=f\left(x_{0}\right), \\
\text { left continuous at } x_{0} \text { if } f\left(x_{0}-\right)=f\left(x_{0}\right)
\end{array}\right.
$$

Proposition 5.17. Let $\left(Y, d_{Y}\right)$ be a metric space, $(a, b) \subseteq \mathbb{R}$ and $x_{0} \in(a, b)$. For a function $f:(a, b) \rightarrow Y$ the following is equivalent:
(i) $f$ is continuous in $x_{0}$
(ii) $f$ is left and right continuous in $x_{0}$, that is, $f\left(x_{0}+\right)=f\left(x_{0}-\right)=f\left(x_{0}\right)$.

Example. Let $f: \mathbb{R} \rightarrow \mathbb{R}, f(x):=[x]:=\max \{k \in \mathbb{Z}: k \leq x\}$. The function $f$ is continuous in $\mathbb{R} \backslash \mathbb{Z}$, it is right continuous in $\mathbb{Z}$ but not left continuous in $\mathbb{Z}$.
Proof. Let $x_{0} \in \mathbb{Z}$. Then
$\lim _{x \backslash x_{0}} f(x)=x_{0}=f\left(x_{0}\right), \quad \lim _{x \nmid x_{0}} f(x)=x_{0}-1=f\left(x_{0}\right)-1 \neq f\left(x_{0}\right) . \quad \square$
Definition 5.18. Let $\mathcal{D} \subseteq \mathbb{R}$. A function $f: \mathcal{D} \rightarrow \mathbb{R}$ is called
(i) monotonically increasing $\quad \Longleftrightarrow \quad f(x) \geq f(y)$ if $x \geq y$,
(ii) strictly monotonically increasing $\Longleftrightarrow f(x)>f(y)$ if $x>y$,
(iii) (strictly) monotonically decreasing, if $-f$ is (strictly) monotonically increasing.
(iv) (strictly) monotonic, if it is either (strictly) monotonically increasing or (strictly) monotonically decreasing.

Examples. The functions $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x, g: \mathbb{R} \rightarrow \mathbb{R}, g(x)=[x], h: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}, h(x)=\sqrt{x}$, are monotonically increasing.

Definition 5.19. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces. A function $f: X \supseteq$ $\mathcal{D} \rightarrow Y$ is called bounded if $\mathrm{R}(f)$ is bounded in $Y$.

Theorem 5.20. Let $(a, b) \subseteq \mathbb{R}$ and $f:(a, b) \rightarrow \mathbb{R}$ monotonic. Then in every $f$ has one-sided limits in every $x_{0} \in \mathcal{D}$.

Proof. Without restriction we assume that $f$ is monotonically increasing. Let $x_{0}>$ $a$ and let $s:=\sup \left\{f(x): a<x<x_{0}\right\}$. We will show that $\lim _{x / x_{0}} f(x)=x$. To this end, let $\varepsilon>0$. Since $s$ is the supremum of $\left\{f(x): a<x<x_{0}\right\}$ there exists an $x_{\varepsilon} \in\left(a, x_{0}\right)$ such that $s-\varepsilon<f\left(x_{\varepsilon}\right) \leq s$. Since $f$ is monotonically increasing it follows that $s-\varepsilon<f(x) \leq s$ for all $x \in\left(x_{\varepsilon}, x_{0}\right)$. This shows that $f$ the left limit in $x_{0}$ exists. Analogously it is shown that the right limit in $x_{0}$ exists for $a \leq x_{0}<b$.

Theorem 5.21. If $f:(a, b) \rightarrow \mathbb{R}$ is monotonic then it has at most countably many discontinuities.

Proof. Without restriction we assume that $f$ is monotonically increasing. Let $x_{0} \in$ ( $a, b$ ) be a discontinuity of $f$. Since $f$ is monotonic, we have that the one-sided limits of $f$ in $x_{0}$ exist and, again by the monotonicity of $f$, that $f\left(x_{0}-\right)<f\left(x_{0}+\right)$ By Proposition 3.19 there exists an $q_{0} \in \mathbb{Q}$ such that $f\left(x_{0}-\right)<q_{0}<f\left(x_{0}+\right)$.

Since $\mathbb{Q}$ is countable and for each $q \in \mathbb{Q}$ there is at most one $x \in(a, b)$ such that $f(x-)<q<f(x+), f$ can have at most countably many discontinuities.
Definition 5.22. Let $\left(Y, d_{Y}\right)$ be a metric space and $\mathcal{D} \subseteq \mathbb{R}$ and unbounded set Then $a:=\lim _{x \rightarrow \infty} f(x)$ is the limit of the function $f: \mathcal{D} \xrightarrow{\longrightarrow} Y$ at $\infty$ if

$$
\forall \varepsilon>0 \exists R \in \mathbb{R}: \forall x \in \mathcal{D} \quad\left(x \geq R \Longrightarrow d_{Y}(f(x), a)<\varepsilon\right) .
$$

The limit of $f$ at $-\infty$ is defined analogously.
Definition 5.23. Let $\left(X, d_{X}\right)$ be a metric space, $x_{0} \in \mathcal{D}$ and $f: X \rightarrow \mathbb{R}$. Then $\infty$ is the limit of $f$ at $x_{0}$, denoted by $\lim _{\rightarrow x_{0}} f(x)=\infty$, if

$$
\forall R \in \mathbb{R} \exists \delta>0: \forall x \in \mathcal{D} \quad\left(d_{X}\left(x, x_{0}\right)<\delta \Longrightarrow f(x)>R\right)
$$

$-\infty$ is the limit of $f$ at $x_{0}$, denoted by $\lim _{\rightarrow x_{0}} f(x)=-\infty$, if $\infty$ is the limit of $-f$ at $x_{0}$.

### 5.2 Properties of continuous functions

In this section some important properties are discussed, for example the intermediate value theorem which basically says that real intervals have no holes.

Theorem 5.24 (Intermediate value theorem). Let $a<b \in \mathbb{R}$ and $f:[a, b] \rightarrow \mathbb{R}$ a continuous function. Without restriction we assume $f(a) \leq f(b)$. Then for each $\gamma \in[f(a), f(b)]$ there exists an $c \in[a, b]$ such that $f(c)=\gamma$.

In other words: The image of an interval under a continuous real function is convex in $\mathbb{R}$, that is, it is an interval.
Proof. Let $c:=\sup \{x \in[a, b]: f(x) \leq \gamma\}$. In particular, $f(x)>\gamma$ for all $x \in(c, b]$. We will show that $f(c)=\gamma$. Assume that $f(c)<\gamma$. Then $\varepsilon:=\gamma-f(c)>0$ Since $f$ is continuous in $c$, there exists a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ for al $x \in[a, b]$ such that $|x-c|<\delta$. Without restriction we can choose $\delta$ small enough that $c+\delta / 2 \in[a, b]$. Then $f\left(c+\frac{\delta}{2}\right) \leq f(c)+|f(x)-f(c)|<f(c)+\varepsilon<\gamma$. This contradicts the definition of $c$.
Analogously, if $f(c)>\gamma$, then $\varepsilon:=f(c)-\gamma>0$. Since $f$ is continuous in $c$, there exists a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ for all $x \in[a, b]$ such that $|x-c|<\delta$. Then $f(x) \geq f(c)-|f(x)-f(c)| \geq f(c)-\varepsilon>\gamma$ for all $x \in(c-\delta, c]$ which also contradicts the definition of $c$.

The intermediate value theorem implies that the image of a continuous function defined on an interval is again an interval (see also Theorem 8.41).

Theorem 5.25. Every polynomial in $\mathbb{R}$ with odd degree has at least one zero
Proof. Let $P(x)=\sum_{m=0}^{n} a_{m} x^{m}$ such that $a_{m} \neq 0$. Then $x_{0}$ is a zero of $P$ if and only if $x_{0}$ is a zero of the polynomial $f=\frac{1}{a_{n}} P$. For $x \neq 0$ we have that

$$
f(x)=x^{n} g(x) \quad \text { with } \quad g(x)=1+\frac{a_{n-1}}{a_{n}} x^{-1}+\cdots+\frac{a_{0}}{a_{n}} x^{-n} .
$$

Since $g(x) \rightarrow 0$ for $x \rightarrow \infty$ and $x \rightarrow-\infty$ and $\lim _{x \rightarrow \infty} x^{n}=\infty, \lim _{x \rightarrow-\infty} x^{n}=-\infty$ here exist $x_{n}>0$ such that $f\left(x_{-}\right)<0$ and $f\left(x_{+}\right)>0$.
Since the polynomial $f$ is continuous, Theorem 5.24 implies that there exists an $x_{0} \in\left(x_{-}, x_{+}\right)$such that $f\left(x_{0}\right)=0$.

Theorem 5.26. Let $I \subseteq \mathbb{R}$ a interval and $f: I \rightarrow \mathbb{R}$ continuous. Then $f$ injective $\Longleftrightarrow \quad f$ strictly monotonic.

Proof. Exercise 8.1 " $\Longleftarrow$ " clear.
$" \Longrightarrow$ " Let $f: I \rightarrow \mathbb{R}$ continuous and injective.
We define the set

$$
A:=\{(x, y) \in I \times I: x<y\} .
$$

Note that $A$ is convex, that is
$p_{1}, p_{2} \in A \quad \Longrightarrow \quad\left\{p_{1}+t\left(p_{2}-p_{1}\right): 0 \leq t \leq 1\right\}$.
By assumption, the function

$$
\varphi: A \rightarrow \mathbb{R}, \quad \varphi(x, y)=f(x)-f(y)
$$


has no zeros. Assume that $f$ is not monotonic.
Then there exist $p_{1}=\left(x_{1}, y_{1}\right)$ and $p_{2}=\left(x_{2}, y_{2}\right)$ in $A$ such that $\varphi\left(p_{1}\right)<0$ and
$\varphi\left(p_{2}\right)>0$. Since the function $\varphi\left(p_{2}\right)>0$. Since the function

$$
\psi:[0,1] \rightarrow \mathbb{R}, \quad \psi(t)=\varphi\left(p_{1}+t\left(p_{2}-p_{1}\right)\right)
$$

is continuous and $\psi(0)<0$ and $\psi(1)>0$, then intermediate value theorem (Theorem 5.24) implies that there exists an $t_{0} \in(0,1)$ such that

$$
0=\psi\left(t_{0}\right)=\varphi\left(p_{1}+t_{0}\left(p_{1}-p_{2}\right)\right)
$$

in contradiction to the assumption that $\varphi \neq 0$ on $A$.
Theorem 5.27. Let $I \subseteq \mathbb{R}$ be an interval, $f: I \rightarrow \mathbb{R}$ a strictly monotonic function. Then $f$ is invertible in the sence that there exists a (unique) function $f^{-1}: R(f) \rightarrow I$ such that $f \circ f^{-1}=\operatorname{id}_{R_{f}}$ and $f^{-1} \circ f=\operatorname{id}_{I}$. The function $f^{-1}$ is strictly monotonic and continuous.
Proof. Existence, uniqueness and monotonicity of $f^{-1}$ are clear. It remains to be shown that $f^{-1}$ is continuous. To this end, let $p \in I$ such that $p$ is not boundary point and let $\varepsilon>0$. Since $I$ is an interval, we can assume without restriction that $\varepsilon$ is so small that $(p-\varepsilon, p+\varepsilon) \subseteq I$. Monotonicity of $f$ implies that there exists a $\delta>0$ such that

$$
f(p-\varepsilon)<f(p)-\delta<f(p)<f(p)+\delta<f(p+\varepsilon) .
$$

By monotonicity of $f^{-1}$ we obtain for all $y \in \mathcal{D}\left(f^{-1}\right)=R(f)$ :

$$
|y-f(p)|<\delta \quad \Longrightarrow \quad p-\varepsilon<f^{-1}(y)<p+\varepsilon
$$

The proof for $p$ being a boundary point of $I$ is analogous.
Definition 5.28. Let ( $X, d_{X}$ ) be a metric space. A subset $K \subseteq X$ is called compact if and only if every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq K$ contains a subsequence which converges in $K$.

Proposition 5.29. An interval $I \subseteq \mathbb{R}$ is compact if and only if there exist $a \leq b \in \mathbb{R}$ such that $I=[a, b]$.

Proof. " $\Longleftarrow$ " Let $a \leq b \in \mathbb{R}$ and $I=[a, b]$. By the theorem of Bolzano-Weierstraß every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $I$ contains a convergent subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$. Since $a \leq x_{n_{k}} \leq b$ for all $k \in \mathbb{N}$, it follows that $a \leq \lim _{k \rightarrow \infty} x_{n_{k}} \leq b$.
" $\Longleftarrow$ " Assume for example that $I=(a, b]$. Then the sequence $\left(a+\frac{b-a}{2 n}\right)_{n \in \mathbb{N}}$ does not converge in $I$.

Theorem 5.30. Let $\left(X, d_{X}\right)$ be a metric space, $K \subseteq X$ compact and $f: K \rightarrow \mathbb{R}$ Then $f$ attains its infimum and supremum, that is,

$$
\exists p, q \in K: \quad \forall x \in K \quad f(p) \leq f(x) \leq f(q) .
$$

Proof. We show that $f$ attains its supremum. Let $s:=\sup \{f(x): x \in K\}$. Then there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that $f\left(x_{n}\right) \rightarrow s$. Since $K$ is compact, there exists a subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ and a $q \in K$ such that $x_{n_{k}} \rightarrow q$ for $k \rightarrow \infty$. It follows that

$$
f(q)=f\left(\lim _{k \rightarrow \infty} x_{n_{k}}\right)=\lim _{k \rightarrow \infty} f\left(x_{n_{k}}\right)=s,
$$

in particular $s<\infty$.
Applying the above to the function $-f$ it follows that $f$ attains its infimum. $\square$


Figure 5.3: Intermediate value theorem (Theorem 5.24 and and theorem of the minumum and maximum (Theorem 5.30: The continuous function $f$ attains on the closed interval $I=[a, b]$ a minimum and a maximum. The image of the interval $I$ is again a interval: $[\min f(I), \max f(I)]$.

Corollary 5.31. Let $K$ be compact, $f: K \rightarrow \mathbb{R}$ such that $f(x)>0$ for all $x \in K$ Then $\inf \{f(x): x \in K\}>0$.
Definition 5.32. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces and $\mathcal{D} \subseteq X$. A function $f: \mathcal{D} \rightarrow Y$ is called uniformly continuous if

$$
\forall \varepsilon>0 \exists \delta>0 \quad \forall x, y \in \mathcal{D}:\left(d_{X}(x, y)<\delta \Longrightarrow d_{Y}(f(x), f(y))<\varepsilon\right) .
$$

Obviously, every uniformly continuous function is continuous.
If $f$ is continuous in $\mathcal{D}$ then the $\delta$ in the definition of continuity may depend both on $\varepsilon$ and the point $x_{0}$ at which the function is considered. If $f$ is uniformly continuous, then the same $\delta$ is good enough for all $x_{0}$ in $\mathcal{D}$.

Examples. - Every Lipschitz continuous function is uniformly continuous.

- $f:[0,1] \rightarrow \mathbb{R}, f(x)=\sqrt{x}$ is uniformly continuous but not Lipschitz continuous (see Exercise 8.2).
- $f:(0,1] \rightarrow \mathbb{R}, f(x)=\frac{1}{x}$ is not uniformly continuous.

Theorem 5.33. A continuous function on a compactum is uniformly continuous.
Proof. Let $\left(Y, d_{Y}\right)$ be a metric space, $K$ a compact subset of a metric space $\left(X, d_{X}\right)$ and $f: K \rightarrow Y$ a continuous function. We will show that $f$ is uniformly continuous. Assume that $f$ is not uniformly continuous. Then there exists an $\varepsilon>0$ such that

$$
\forall n \in \mathbb{N} \exists x_{n}, y_{n} \in K: \quad d_{X}\left(x_{n}, y_{n}\right)<\frac{1}{n} \wedge d_{Y}\left(f\left(x_{n}\right), f\left(y_{n}\right)\right) \geq \varepsilon .
$$

Since $K$ is compact, the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ contains a convergent subsequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ that converges to some $p \in K$. Since $d\left(x_{n_{k}}, y_{n_{k}}\right)<\frac{1}{n_{k}}$ for all $k \in \mathbb{N}$ it follows that also the subsequence $\left(y_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $p$. The continuity of $f$ implies

$$
\lim _{k \rightarrow \infty} f\left(x_{n_{k}}\right)=f(p)=\lim _{k \rightarrow \infty} f\left(y_{n_{k}}\right)
$$

in contradiction to the assumption $f\left(x_{n_{k}}\right)-f\left(x_{n_{k}}\right) \geq \varepsilon$ for all $k \in \mathbb{N}$.

### 5.3 Sequences and series of functions

In this section we consider sequences and series of functions. We will consider two types of convergence of sequences of functions: pointwise convergence and uniform convergence.
Definition 5.34. Let $X$ be a set, $\left(Y, d_{Y}\right)$ a metric space and $\left(f_{n}\right)_{n \in \mathbb{N}} \subseteq Y^{X}$ a sequence of functions $f_{n}: X \rightarrow Y$. The sequence converges pointwise to the function $f: X \rightarrow Y$ if $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$ for every $x \in X$, i. e.,

$$
\forall \varepsilon>0 \quad \forall x \in X \quad \exists N \in \mathbb{N} \quad \forall n \geq N: \quad d\left(f_{n}(x), f(x)\right)<\varepsilon
$$

The following example shows that a pointwise convergent function is not necessarily as "close" to the limit function as might be expected.

Example 5.35. Let
$f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)= \begin{cases}n^{2} x, & 0 \leq x \leq \frac{1}{n}, \\ 2 n-n^{2} x, & \frac{1}{n}<x \leq \frac{2}{n}, \\ 0, & x>\frac{2}{n}\end{cases}$


Obviously, $f_{n}(x) \xrightarrow{n \rightarrow \infty} 0$ for all $x \in \mathbb{R}$, hence $f_{n} \rightarrow 0$ pointwise (see Exercise 8.3).

The following example shows that the limit function of a pointwise convergent sequence of continuous functions is not necessarily continuous.
Example 5.36. Let $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)=\frac{n x}{1+\mid n x}$.
Obviously, every $f_{n}$ is continuous in $\mathbb{R}$ and for all $x \in \mathbb{R}$ we have $f_{n}: \mathbb{R} \rightarrow$ $\mathbb{R}, \quad f_{n}(x) \rightarrow \operatorname{sign}(x)$ for $n \rightarrow \infty$, hence the pointwise limit function is not continuous.


Figure 5.4: The pointwise limit of the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ with the continuous function $f_{n}(x)=n x(1+|n x|)^{-1}$ is the non-continuous function sign(•), see Example 5.36.

We need a stronger notion of convergence that guarantees that the limit of continuous functions is again continuous.

Definition 5.37. Let $X$ be a set and $\left(Y, d_{Y}\right)$ be a metric space. A sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of functions $f_{n}: X \rightarrow Y$ is called uniformly convergent to a function $f: X \rightarrow Y$ if

$$
\forall \varepsilon>0 \quad \exists N \in \mathbb{N} \quad \forall x \in X \quad \forall n \geq N: \quad d\left(f_{n}(x), f(x)\right)<\varepsilon
$$

In contrast to the definition of pointwise convergence, the $N$ depends only on $\varepsilon$, not on $x$.


Figure 5.5: Uniform convergence (Definition 5.37): For every $\varepsilon>0$ there exists an $N \in \mathbb{N}$ such that the graphs of all $f_{n}$ with $n \geq N$ lie in an $\varepsilon$-tube about the graph of the limit function $f$.

Definition 5.38. For a set $X$ and a normed space $(Y,\|\cdot\|)$ we set

$$
B(X, Y)=\{f: X \rightarrow Y \text { bounded }\} .
$$

The supremum norm of a function $f \in B(X, Y)$ is

$$
\|f\|_{\infty}:=\sup \{\|f(x)\|: x \in X\} .
$$

If $f: X \rightarrow Y$ is unbounded, we set $\|f\|_{\infty}:=\infty$.

## Remark.

- $f_{n} \rightarrow f$ uniformly $\Longrightarrow f_{n} \rightarrow f$ pointwise.
- $f_{n} \rightarrow f$ pointwise $\Longleftrightarrow f_{n}(x) \rightarrow f(x), x \in X$.
- $f_{n} \rightarrow f$ uniformly $\Longleftrightarrow\left\|f_{n}-f\right\|_{\infty} \rightarrow 0$.

Theorem 5.39. (i) $\left(B(X, Y),\|\cdot\|_{\infty}\right)$ is a normed space over $\mathbb{K}$ when $Y$ is a normed space over $\mathbb{K}$.
(ii) If $Y$ is a complete normed space, then $\left(B(X, Y),\|\cdot\|_{\infty}\right)$ a complete normed space, i. e. a Banach space.
Proof. (i) Clearly, $\|f\|_{\infty} \in \mathbb{R}_{+}^{0}$ and $\|\lambda f\|_{\infty}=|\lambda|\|f\|_{\infty}$ for all $f \in B(X, Y)$ and $\lambda \in \mathbb{K}$. Let $f, g \in B(X, Y)$ and $x \in X$. Then

$$
\|(f+g)(x)\|=\|f(x)+g(x)\| \leq\|f(x)\|+\|g(x)\| .
$$

Taking the the supremum over all $x \in X$ yields the triangle inequality in $B(X, Y)$ : $\|f+g\|_{\infty} \leq\|f\|_{\infty}+\|g\|_{\infty}$.
(ii) Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence in $B(X, Y)$. We have to show that it converges to some $f \in B(X, Y)$. Let $\varepsilon>0$. By assumption, there exists an $N \in \mathbb{N}$ such that $\left\|f_{n}-f_{m}\right\|_{\infty}<\frac{\varepsilon}{2}$ for all $m, n \geq N$. In particular, for each $x \in X$, the sequence $\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $Y$, hence convergent because $Y$ is a Banach space. Therefore, the function

$$
f: X \rightarrow Y, \quad f(x):=\lim _{n \rightarrow \infty} f_{n}(x)
$$

is well defined. We will show that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformly to $f$. For $m, n \geq N$ and $x \in X$ we have

$$
\begin{aligned}
\left\|f_{n}(x)-f(x)\right\| & \leq\left\|f_{n}(x)-f_{m}(x)\right\|+\left\|f_{m}(x)-f(x)\right\| \\
& \leq\left\|f_{n}-f_{m}\right\|_{\infty}+\left\|f_{m}(x)-f(x)\right\|<\frac{\varepsilon}{2}+\left\|f_{m}(x)-f(x)\right\| .
\end{aligned}
$$

Taking the limit $m \rightarrow \infty$ yields that $\left\|f_{m}(x)-f(x)\right\| \leq \frac{\varepsilon}{2}$. Therefore for $n \geq N$

$$
\begin{equation*}
\forall x \in X \quad\left\|f_{n}(x)-f(x)\right\| \leq \frac{\varepsilon}{2} \tag{5.3}
\end{equation*}
$$

Taking the supremum over all $x \in X$ finally yields $\left\|f_{n}-f\right\|_{\infty} \leq \frac{\varepsilon}{2}<\varepsilon$ for all $n \geq N$. In particular, $f$ is bounded because

$$
|f(x)| \leq\left|f_{N}(x)\right|-\left|f(x)-\left|f_{N}(x)\right| \leq\left\|f_{N}\right\|_{\infty}-\frac{\varepsilon}{2}<\infty,\right.
$$

and $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformly to $f$ by (5.3).

Theorem 5.40. Let $\left(X, d_{X}\right)$ be a metric space, $(Y,\|\cdot\|)$ a normed space and $f_{n}$ : $X \rightarrow Y$ continuous and $f: X \rightarrow Y$. If $f_{n} \xrightarrow[\text { unif. }]{n \rightarrow \infty} f$, then $f$ is continuous.

In other words: The uniform limit of continuous functions is continuous.
Proof. Let $x_{0} \in X$ and $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that $\left\|f_{N}-f\right\|_{\infty}<\frac{\varepsilon}{3}$. Since $f_{N}$ is continuous, there exists a $\delta:>0$ such that $\left\|f_{N}(x)-f_{N}\left(x_{0}\right)\right\|<\frac{\varepsilon}{3}$ for Since $\int_{N}$ is continuous, there exists a $\delta:>0$ such that $\left\|f_{N}(x)-f_{N}\left(x_{0}\right)\right\|<\frac{\varepsilon}{3}$ fo
all $x \in X$ with $d_{X}\left(x, x_{0}\right)<\delta$. Hence we obtain for all $x \in X$ with $d_{X}\left(x, x_{0}\right)<\delta$

$$
\begin{align*}
\left\|f(x)-f\left(x_{0}\right)\right\| & \leq\left\|f(x)-f_{N}\left(x_{0}\right)\right\|+\left\|f_{N}(x)-f_{N}\left(x_{0}\right)\right\|+\left\|f_{N}\left(x_{0}\right)-f\left(x_{0}\right)\right\| \\
& \leq\left\|f-f_{N}\right\|_{\infty}+\left\|f_{N}(x)-f_{N}\left(x_{0}\right)\right\|+\left\|f_{N}-f\right\|_{\infty}<\varepsilon .
\end{align*}
$$

The above theorem shows that for a uniformly convergent sequence of continuous functions the limits commute

$$
\lim _{n \rightarrow \infty} \lim _{x \rightarrow x_{0}} f_{n}(x)=\lim _{x \rightarrow x_{0}} \lim _{n \rightarrow \infty} f_{n}(x)
$$

If the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges only pointwise, then, in general, the limits cannot be commuted, as Example 5.35 shows.
Theorem 5.39 and Theorem 5.40 show that the set of all bounded continuous functions on a metric space $X$ together with the supremum norm are a Banach space. Since every continuous function on a compact metric space is bounded, we obtain

Theorem 5.41. Let $\left(X, d_{X}\right)$ be a compact metric space and $(Y,\|\cdot\|)$ a normed space. Then $\left(C(X, Y),\|\cdot\|_{\infty}\right)$ is a Banach space.

Since series are special case of sequences, we have the notion on pointwise and uniform convergence also for series of functions:

$$
\begin{array}{r}
\sum_{n=1}^{\infty} f_{n} \text { converges pointwise } \Longleftrightarrow \forall x \in X \quad \sum_{n=1}^{\infty} f_{n}(x) \text { converges in } Y, \\
\sum_{n=1}^{\infty} f_{n} \text { converges uniformly } \Longleftrightarrow \quad \text { the sequence of the partial sums } \\
\\
\left(\sum_{k=1}^{n} f_{k}\right)_{n \in \mathbb{N}} \text { converges uniformly. }
\end{array}
$$

Since $\left(B(X, Y),\|\cdot\|_{\infty}\right)$ is a Banach space, we obtain the following criterion for convergence of a series of functions.

Theorem 5.42 (Weierstraß criterion). Let $X$ be a set, $(Y,\|\cdot\|)$ be a complete normed space and $\left(f_{n}\right)_{n \in \mathbb{N}} \subseteq B(X, Y)$. If $\sum_{n=1}^{\infty}\left\|f_{n}\right\|_{\infty}<\infty$, then the series $\sum_{n=1}^{\infty} f_{n}$ converges uniformly to a function $f \in B(X, Y)$ and for each $x \in X$ the series $\sum_{n=1}^{\infty} f_{n}(x)$ converges absolutely in $Y$.

Proof. Let $\varepsilon>0$. Then there exists an $N \in \mathbb{N}$ such that $\sum_{k=m}^{n}\left\|f_{k}\right\|_{\infty}<\varepsilon$ for al $m, n \geq N$. The triangle inequality yields

$$
\left\|\sum_{k=m}^{n} f_{n}\right\|_{\infty} \leq \sum_{k=m}^{n}\left\|f_{n}\right\|_{\infty}<\varepsilon, \quad m, n \geq N .
$$

The Cauchy criterion (in the complete normed space $\left(B(X, Y),\|\cdot\|_{\infty}\right)$ shows that the series of functions converges absolutely in $\left(B(X, Y),\|\cdot\|_{\infty}\right)$ which is equivalent to uniform convergence. Since for every $x \in X$

$$
\sum_{k=1}^{n}\left\|f_{k}(x)\right\| \leq \sum_{k=1}^{n}\left\|f_{k}\right\|_{\infty}<\infty
$$

also the assertion on pointwise absolute convergence is proved.

### 5.4 Power series

Definition 5.43. Let $a \in \mathbb{C}$ and $\left(c_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{C}$. Then

$$
\begin{equation*}
\sum_{n=0}^{\infty} c_{n}(z-a)^{n} \tag{5.4}
\end{equation*}
$$

is called a power series centred in a (or a power series in $(z-a)$ ) with coefficients in $c_{n}$.
The radius of convergence of the power series (5.4) is

$$
R:=\sup \left\{t \in \mathbb{R}:\left(c_{n} t^{n}\right)_{n \in \mathbb{N}} \text { is bounded }\right\} .
$$

Depending on the coefficients, the series (5.4) converges for all $z \in \mathbb{C}$, for no $z \in \mathbb{C}$ or for $z$ a subset of $\mathbb{C}$.

Theorem 5.44. Let $R$ be the radius of convergence of the power series (5.4)
(i) For $z \in \mathbb{C}$ such that $|z-a|>R$, the series (5.4) diverges.
(ii) For $z \in \mathbb{C}$ such that $|z-a|<R$, the series (5.4) is absolutely convergent. For $0<r<R$ On $\overline{B_{r}(a)}$ the series converges uniformly to the continuous function

$$
\overline{B_{r}(a)} \rightarrow \mathbb{C}, \quad z \mapsto \sum_{n=0}^{\infty} c_{n}(z-a)^{n} .
$$

Proof. (i) Since by assumption $\left(c_{n}|z-a|^{n}\right)_{n \in \mathbb{N}}$ is not bounded, the series diverges (Theorem 4.47).
(ii) Let $r \in \mathbb{R}$ such that $r<R$. Then there exists a $t$ such that $r<t<R$. By definition of $R$ there exists an $M$ such that $\left|c_{n} t^{n}\right| \leq M$ for all $n \in \mathbb{N}$. For each $z \in \mathbb{C}$ with $|z-a| \leq r<t$ we obtain

$$
\left|c_{n}(z-a)^{n}\right| \leq\left|c_{n} r^{n}\right| \leq\left|c_{n} t^{n}\right|\left(\frac{r}{t}\right)^{n} \leq M\left(\frac{r}{t}\right)^{n} .
$$

Therefore, $\left\|c_{n}(\cdot-a)\right\|_{\infty} \leq A\left(\frac{r}{t}\right)^{n}$ where $\|\cdot\|_{\infty}$ is the supremum norm of bounded functions on $\overline{B_{r}(a)}$. By the Weierstraß criterion (Theorem 5.42) the series of polynomials (5.4) converges uniformly on $\overline{B_{r}(a)}$ and for fixed $z$ the series converges absolutely. Since all polynomials are continuous, the function

$$
\overline{B_{r}(a)} \rightarrow \mathbb{C}, \quad z \mapsto \sum_{n=0}^{\infty} c_{n}(z-a)^{n}
$$

is continuous (Theorem 5.40)

Theorem 5.45. Let $R$ be the radius of convergence of the power series (5.4). Then
(i) $\quad R=\left(\limsup _{n} \sqrt[n]{\left|c_{n}\right|}\right)^{-1}$,
(ii) $\quad R=\lim _{n \rightarrow \infty} \frac{\left|c_{n}\right|}{\left|c_{n+1}\right|}$ if the limit exists

Proof. (i) Let $\widetilde{R}:=\left(\limsup _{n} \sqrt[n]{\left|c_{n}\right|}\right)^{-1} . \widetilde{R}=R$ follows immediately from the root test and the characterisation of $R$ in Theorem 5.44:
$\limsup _{n} \sqrt[n]{\left|c_{n}(z-a)^{n}\right|}=|z-a| \limsup _{n} \sqrt[n]{\left|c_{n}\right|}=|z-a| \widetilde{R} \quad\left\{\begin{array}{ll}<1 & \text { if }|z-a|<\widetilde{R}^{-1} \\ >1 & \text { if }|z-a|>\widetilde{R}^{-1}\end{array}\right.$,
with the convention that $\widetilde{R}^{-1}=0$ if $\widetilde{R}=\infty 0$ and $\widetilde{R}^{-1}=\infty$ if $\widetilde{R}=0$.
(ii) follows analogously with the ratio test.

The following theorem follows immediately from Theorem 4.47 and Theorem 4.67 (Cauchy product).

## Theorem 5.46. Let

$$
\sum_{n=0}^{\infty} b_{n}(z-a)^{n} \quad \text { and } \quad \sum_{n=0}^{\infty} c_{n}(z-a)^{n}
$$

complex power series in $(z-a)$ with radii of convergence $R_{b}$ and $R_{c}$ respectively. Then for all $z \in \mathbb{C}$ with $|z-a|<\min \left\{R_{c}, R_{d}\right\}$

$$
\begin{aligned}
\left(\sum_{n=0}^{\infty} b_{n}(z-a)^{n}\right)+\left(\sum_{n=0}^{\infty} c_{n}(z-a)^{n}\right) & =\sum_{n=0}^{\infty}\left(b_{n}+c_{n}\right)(z-a)^{n}, \\
\left(\sum_{n=0}^{\infty} b_{n}(z-a)^{n}\right) \cdot\left(\sum_{n=0}^{\infty} c_{n}(z-a)^{n}\right) & =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} c_{k} d_{n-k}\right)(z-a)^{n} .
\end{aligned}
$$

Let $R$ be the radius of convergence of (5.4). We know that for $|z-a|<R$ the series is absolutely convergent and that for $|z-a|>R$ it is divergent. For $|z-a|=R$ the series can diverge or converge.

Examples 5.47. Even when the function represented by a power series is continuous in the limit points of the interval of convergence, the series does not need to converge.
(i) $\sum_{n=0}^{\infty} z^{n}$. The radius of convergence is $R=1$. The series diverges for $z= \pm 1$.

(ii) $\sum_{n=0}^{\infty} z^{2 n}$. The radius of convergence is $R=1$. The series diverges for $z= \pm 1$
and $\sum_{n=1} z^{2 n}=\frac{1}{1-z^{2}}$ for $|z|<1$ and $\frac{1}{1+( \pm 1)^{2}}=\frac{1}{2}$.
(iii) $\sum_{n=0}^{\infty} \frac{z^{n}}{n}$. The radius of convergence is $R=1$. The series diverges for $z=1$


From Theorem 5.44 we already know that a power series defines a continuous function on the the open ball of convergence. Next we will show that $f$ is continuous in that points $z$ with $|z-a|=R$ for which the power series converges.
Theorem 5.48 (Abel's theorem). Let $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ be a real power series with radius of convergence $R$ and let

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n}(x-a)^{n}, \quad x \in[a, a+R) . \tag{5.5}
\end{equation*}
$$

If the series converges for $x_{0}=a+R$, then

$$
\lim _{x \rightarrow x_{0}} f(x)=\sum_{n=0}^{\infty} c_{n}\left(x_{0}-a\right)^{n}
$$

that is, the function $f$ can be extended continuously to $x_{0}$ and has the power series representation (5.5) also in $x_{0}$.

Proof. Without restriction, we assume $a=0, R=1$ and $x_{0}=1$. Let

$$
s_{-1}:=0, \quad \text { and } \quad s_{n}:=\sum_{k=0}^{n} c_{k}, \quad n \in \mathbb{N} .
$$

By assumption, the sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ converges to some $S \in \mathbb{R}$ and is therefore By assumption, the sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ converges to some $S \in \mathbb{R}$ and is therefore
bounded. Hence $\sum_{n=0}^{\infty} s_{n} x^{n}$ converges for $0 \leq x<1$ by the comparison test (Theorem 4.60). For $0<x<1$ it follows that

$$
\begin{aligned}
(1-x) \sum_{n=0}^{\infty} s_{n} x^{n} & =\sum_{n=0}^{\infty} s_{n} x^{n}-\sum_{n=0}^{\infty} s_{n} x^{n+1}=\sum_{n=0}^{\infty} s_{n} x^{n}-\sum_{n=1}^{\infty} s_{n-1} x^{n} \\
& =\sum_{n=0}^{\infty}\left(s_{n}-s_{n-1}\right) x^{n}=\sum_{n=0}^{\infty} c_{n} x^{n}=f(x)
\end{aligned}
$$

Let $\varepsilon>0$ and choose $N \in \mathbb{N}$ such that $\left|s_{n}-S\right|<\frac{\varepsilon}{2}$ for $n \geq N$. Using ( $1-$ x) $\sum_{n=0}^{\infty} x^{n}=1$ for $|x|<1$ it follows for $0 \leq x<1$

$$
\begin{aligned}
|f(x)-S| & =\left|(1-x) \sum_{n=0}^{N-1}\left(s_{n}-S\right) x^{n}\right| \\
& \leq(1-x) \sum_{n=0}^{N-1}\left|s_{n}-S\right| x^{n}+(1-x) \sum_{n=N}^{\infty}\left|s_{n}-S\right| x^{n} \\
& \leq(1-x) \sum_{n=0}^{N-1}\left|s_{n}-S\right| x^{n}+\frac{\varepsilon}{2} .
\end{aligned}
$$

Taking the limit $x \rightarrow 1$, the right hand side tends to 0 , therefore

$$
\lim _{x \rightarrow 1} f(x)=S=\sum_{n \rightarrow \infty} c_{n}
$$
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The exponential function is defined as a power series.

Definition 5.49. The exponential function is defined by

$$
\exp : \mathbb{C} \rightarrow \mathbb{C}, \quad z \mapsto \sum_{n=0}^{\infty} \frac{z^{n}}{n!},
$$

and the sine and cosine functions are defined by

$$
\sin : \mathbb{C} \rightarrow \mathbb{C}, \quad z \mapsto \sum_{n=0}^{\infty} \frac{(-)^{n} z^{2 n+1}}{(2 n+1)!}, \quad \cos : \mathbb{C} \rightarrow \mathbb{C}, \quad z \mapsto \sum_{n=0}^{\infty} \frac{(-)^{n} z^{2 n}}{(2 n)!}
$$

These functions are well-defined by Theorem 5.45 and continuous in $\mathbb{C}$ by Theorem 5.44.
Theorem 5.50 (Properties of $\exp$ ). For the function $\exp : \mathbb{C} \rightarrow \mathbb{C}, \exp (z):=$ $\sum_{n=0}^{\infty} \frac{z^{n}}{n!}$ and the Euler's number e defined in Theorem 4.69 gilt:
(i) $\exp (\bar{z})=\overline{\exp (z)}, \quad z \in \mathbb{C}$,
(ii) $\exp (z+w)=\exp (z) \exp (w), \quad z, w \in \mathbb{C}$,
(iii) $\exp (n)=\mathrm{e}^{n}, \quad n \in \mathbb{Z}$,
(iv) $\exp (z) \neq 0, \quad z \in \mathbb{C}$,
(v) $|\exp (\mathrm{i} x)|=1, \quad x \in \mathbb{R}$.

Proof. Exercise 9.3.

## Theorem 5.51 (Euler's formula).

$$
\begin{equation*}
\exp (\mathrm{i} z)=\cos (z)+\mathrm{i} \sin (z), \quad z \in \mathbb{C} \tag{5.6}
\end{equation*}
$$

consequently

$$
\begin{equation*}
\cos (z)=\frac{1}{2}(\exp (\mathrm{i} z)+\exp (-\mathrm{i} z)), \quad \sin (z)=\frac{1}{2 \mathrm{i}}(\exp (\mathrm{i} z)-\exp (-\mathrm{i} z)) . \tag{5.7}
\end{equation*}
$$

In particular, it follows for all $x \in \mathbb{R}$ that $\exp (x)=(\exp (x / 2))^{2} \geq 0$. Directly from the defintion of $\exp$ we obtain that it is monotonically increasing in $[0, \infty)$. Using the fact that $\exp (-x)=(\exp (x))^{-1}$ and that exp is positive, it follos that exp is monotonically increasing in $\mathbb{R}$.

Proof. Let $z \in \mathbb{C}$. Since $\exp$, sin and cos are absolutely convergent on $\mathbb{C}$, we have

$$
\begin{aligned}
\exp (\mathrm{i} z) & =\lim _{n \rightarrow \infty} \sum_{k=0}^{2 n} \frac{(\mathrm{i} z)^{k}}{k!}=\lim _{n \rightarrow \infty}\left(\sum_{k=0}^{n} \frac{(\mathrm{i} z)^{2 k}}{(2 k)!}+\sum_{k=0}^{n-1} \frac{(\mathrm{i} z)^{2 k+1}}{(2 k+1)!}\right) \\
& =\lim _{n \rightarrow \infty}\left(\sum_{k=0}^{n} \frac{(-1)^{k} z^{2 k}}{(2 k)!}+\sum_{k=0}^{n-1} \frac{(-1)^{k} z^{2 k+1}}{(2 k+1)!}\right) \\
& =\lim _{n \rightarrow \infty}\left(\sum_{k=0}^{n} \frac{(-1)^{k} z^{2 k}}{(2 k)!}\right)+\mathrm{i} \lim _{n \rightarrow \infty}\left(\sum_{k=0}^{n-1} \frac{(-1)^{k} z^{2 k+1}}{(2 k+1)!}\right)=\cos (z)+\mathrm{i} \sin (z),
\end{aligned}
$$

Formulae (5.7) follow because $\sin (z)=\sin (-z)$ and $\cos (-z)=\cos (z)$ which follows directly from the definition

Definition 5.52. The function $\mathbb{R} \rightarrow \mathbb{R}, x \mapsto \exp (x)$ is continuous and by Theorem 5.50 monotonically increasing with range $R(\exp )=\mathbb{R}_{+}$, hence by Theorem 5.26 it is invertible and the inverse is continuous. The inverse function is called the (natural) logarithm denoted by

$$
\ln :(0, \infty) \rightarrow \mathbb{R} .
$$

Remark. Sometimes the logarithm is denoted by log instead of $\ln$.

## Uniqueness of the power series representation

For the proof of the uniqueness of the power series representation of a function we need the following technical lemma.

Lemma 5.53. Let $\sum_{n=0}^{\infty} c_{n}(z-a)^{n}$ be a comples power series with radius of convergence $R$. Then for every $m \in \mathbb{N}_{0}$ and every $r \in(0, R)$ there exists an $M>0$ such that for all $z \in \mathbb{C}$ with $|z-a| \leq r$ :

$$
\left|\sum_{n=m}^{\infty} c_{n}(z-a)^{n}\right| \leq M|z-a|^{m} .
$$

Proof. Let $m \in \mathbb{N}$. Then the series $\sum_{n=m}^{\infty} c_{n}(z-a)^{n}$ and $\sum_{n=m}^{\infty} c_{n}(z-a)^{n+m}$ have the same radius of convergence. For $|z-a| \leq r$ Lemma 4.59 implies

$$
\begin{aligned}
\left|\sum_{n=m}^{\infty} c_{n}(z-a)^{n}\right| & \leq|z-a|^{m} \sum_{n=m}^{\infty}\left|c_{n}\right| \underbrace{|z-a|^{n-m}}_{\leq r} \leq|z-a|^{m} \sum_{n=m}^{\infty}\left|c_{n}\right| r^{n-m} \\
& =|z-a|^{m} \underbrace{\sum_{n=0}^{\infty}\left|c_{n+m}\right| r^{n}}_{=: M<\infty, \text { since } r<R} .
\end{aligned}
$$

Theorem 5.54. Let $\sum_{n=0}^{\infty} b_{n}(z-a)^{n}$ and $\sum_{n=0}^{\infty} c_{n}(z-a)^{n}$ be complex power series with radii of convergence $R_{b}$ and $R_{c}$ respectively. If

$$
\sum_{n=0}^{\infty} b_{n}(z-a)^{n}=\sum_{n=0}^{\infty} c_{n}(z-a)^{n}, \quad|z-a| \leq r,
$$

for some $0<r \leq \min \left\{R_{b}, R_{c}\right\}$, then $a_{n}=b_{n}, n \in \mathbb{N}_{0}$.
Proof. Without restriction we assume $a=0$. By Theorem 5.44 it suffices to show that $\sum_{n=0}^{\infty} b_{n} z^{n}=0$ for all $|z| \leq r$ implies $b_{n}=0, n \in \mathbb{N}_{0}$. Let $N:=\min \{n \in \mathbb{N}$ : $\left.c_{n} \neq 0\right\}$. Then, by the proof of Theorem 5.44, there exists an $M>0$ such that for all $z \in \mathbb{C}$ with $|z|<r$

$$
b_{N} z^{N}=\underbrace{\mid \sum_{n=0}^{\infty} b_{n} z^{n}}_{=0}-b_{N} z^{N}\left|=\left|\sum_{n=N+1}^{\infty} b_{n} z^{n}\right| \leq z^{N+1} M,\right.
$$

in particular $|z| \geq \frac{b_{N}}{M}$ for all $0<|z| \leq r$. Since $|z|$ can be chosen arbitrarily small, this implies $b_{N}=0$.
Another proof for the uniqueness of the power series representations follows from the Taylor expansion.

## Chapter 6

## Integration and

Differentiation in $\mathbb{R}$

### 6.1 Differentiable functions

Continuity of a function $f$ in a point $x_{0}$ implies that the function values $f(x)$ do not deviate too much from $f\left(x_{0}\right)$ if $x$ is close to $x_{0}$.
In this section we investigate the local behaviour of functions further. We wil consider mainly functions $f: \mathcal{D} \supseteq \mathbb{R} \rightarrow \mathbb{R}$. A function is called differentiable in point $x_{0}$ if it can be approximated by an affine function. More generally, a function is $n$ times differentiable if it can be approximated locally by a polynomial of degre $n$. This is the main assertion of Taylor's theorem


Figure 6.1: Geometric interpretation of the difference quotient in the case $\mathbb{F}=Y=\mathbb{R}$ The difference quotient $\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}$ is the slope of the secant of the graph of $f$ through the points $\left(x_{0}, f\left(x_{0}\right)\right)$ and $(x, f(x))$. For $x \rightarrow x_{0}$ the secant becomes the tangent of the graph of $f$ in the point ( $x_{0}, f\left(x_{0}\right)$ ); $f^{\prime}\left(x_{0}\right)$ is the slope of the tangent.

Definition 6.1. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C},(Y,\|\cdot\|)$ a normed space over $\mathbb{F}$ and $x_{0} \in \mathcal{D}$ limit point of the set $\mathcal{D} \subseteq \mathbb{F}$. A function $f: \mathcal{D} \rightarrow Y$ is called differentiable in $x_{0}$ if
there exists a function $\Phi: \mathcal{D} \rightarrow Y$ continuous in $x_{0}$ such that

$$
\begin{equation*}
f(x)-f\left(x_{0}\right)=\Phi(x)\left(x-x_{0}\right), \quad x \in \mathcal{D} . \tag{6.1}
\end{equation*}
$$

Then $\Phi\left(x_{0}\right)=: f^{\prime}\left(x_{0}\right)$ is called the derivative of $f$ at $x_{0}$. The function is called differentiable if every point of $\mathcal{D}$ is a limit point of $\mathcal{D}$ and $f$ is differentiable in every point $x_{0} \in \mathcal{D}$. In this case, the function

$$
f^{\prime}: \mathcal{D} \rightarrow Y, \quad x \mapsto f^{\prime}(x)
$$

is called the derivative of $f$.
Note that the function $\Phi$ depends on $f$ and $x_{0}$.
Theorem 6.2. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $(Y,\|\cdot\|)$ a normed space over $\mathbb{F}$. Let $x_{0} \in \mathcal{D} \subseteq \mathbb{F}$ such that $x_{0}$ is a limit point of $\mathcal{D}$ and let $f: \mathcal{D} \rightarrow Y$. Then the following is equivalent:
(i) $f$ is differentiable in $x_{0}$.
(ii) There exists an $a \in Y$ and a function $\varphi: \mathcal{D} \rightarrow Y$ which is continuous in $x_{0}$ with $\varphi\left(x_{0}\right)=0$ and

$$
\begin{equation*}
f(x)=f\left(x_{0}\right)+a\left(x-x_{0}\right)+\varphi(x)\left(x-x_{0}\right), \quad x \in \mathcal{D} . \tag{6.2}
\end{equation*}
$$

(iii) The following limit exists

$$
\begin{equation*}
b:=\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}} \tag{6.3}
\end{equation*}
$$

If $f$ is differentiable in $x_{0}$, then $f^{\prime}\left(x_{0}\right)=a=b$.
Proof. "(i) $\Longrightarrow$ (ii)" Let $a:=f^{\prime}\left(x_{0}\right)$ and $\varphi: \mathcal{D} \rightarrow Y, \varphi(x)=\Phi(x)-f^{\prime}\left(x_{0}\right)$. Then $\varphi$ is continuous in $x_{0}$ and $\varphi\left(x_{0}\right)=\Phi\left(x_{0}\right)-f^{\prime}\left(x_{0}\right)=0$ by definition of $f^{\prime}\left(x_{0}\right)$ and obviously $\varphi$ satisfies (6.2).
"(ii) $\Longrightarrow$ (iii)" By assumption

$$
a=\lim _{x \rightarrow x_{0}} \varphi(x)+a=\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}=b .
$$

"(iii) $\Longrightarrow$ (i)" Since the limit in (6.3) exists, the function

$$
\Phi: \mathcal{D} \rightarrow Y, \quad \Phi(x):= \begin{cases}\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}, & \text { if } x \neq x_{0}, \\ b, & \text { if } x=x_{0}\end{cases}
$$

is continuous in $x_{0}$. Obviously it satisfies (6.1) and $f^{\prime}\left(x_{0}\right)=\Phi\left(x_{0}\right)=b . \quad \square$ The characterisation of differentiability in Definition 6.1 is useful for proofs and can be extended to functions $f$ between normed spaces. The characterisation (ii) of Theorem 6.2 gives a geometric interpretation of the derivative (see Remark 6.4) and (iii) is useful to calculate derivatives of functions.

Corollary 6.3. If $f$ is differentiable in $x_{0}$ then $f$ is continuous in $x_{0}$.
Proof. This follows immediately from (6.1) because

$$
\lim _{x \rightarrow x_{0}}\left(f(x)-f\left(x_{0}\right)\right)=\left(\lim _{x \rightarrow x_{0}} \Phi(x)\right)\left(\lim _{x \rightarrow x_{0}}\left(x-x_{0}\right)\right)=0 .
$$

Note that the converse is not true, for example the absolute value function on $\mathbb{R}$ is continuous in 0 but not differentiable. There exist functions that are continuous on $\mathbb{R}$ but nowhere differentiable, for example the Weierstraß function $f(x)=$ $\sum_{n=0}^{\infty} \frac{\cos \left(15^{k} \pi x\right)}{2^{k}}, x \in \mathbb{R}$.

Notation. Other notations for $f^{\prime}\left(x_{0}\right)$ and $f^{\prime}$ are $\frac{\mathrm{d}}{\mathrm{d} x} f\left(x_{0}\right), \frac{\mathrm{d} f}{\mathrm{~d} x}\left(x_{0}\right), \mathrm{D} f\left(x_{0}\right)$ and $\frac{\mathrm{d}}{\mathrm{d} x} f, \frac{\mathrm{~d} f}{\mathrm{~d} x}, \mathrm{D} f$, respectively.

Remark 6.4. Theorem 6.2 shows that $f$ is differentiable in $x_{0}$ if and only if it can be approximated by a linear function at $x_{0}$, that is, there exists a linear function

$$
L: \mathbb{F} \rightarrow Y, \quad L(x)=f\left(x_{0}\right)+a\left(x-x_{0}\right)
$$

such that $f(x)-L(x)$ tends to 0 faster than $x-x_{0}$ for $x \rightarrow x_{0}$. The constant $a$ is then $f^{\prime}\left(x_{0}\right)$.

Remark 6.5. The space of all linear functions from $\mathbb{F}$ to $Y$ is denoted by $L(\mathbb{F}, Y)$ Note that every $a \in Y$ induces the linear map $\mathbb{F} \rightarrow Y, x \mapsto a x$.
Let $f: \mathbb{F} \supseteq \mathcal{D} \rightarrow Y$ be differentiable. The differential $\mathrm{d} f$ of $f$ is the map

$$
\mathrm{d} f: \mathcal{D} \rightarrow L(\mathbb{F}, \mathbb{F}), \quad x \mapsto \mathrm{~d}_{x} f: \mathbb{F} \rightarrow \mathbb{F}, h \mapsto f^{\prime}(x) h .
$$

Since the differential $\mathrm{d} x$ of the function $\mathbb{F} \rightarrow \mathbb{F}, x \mapsto x$ is the identity, it follows that $\mathrm{d} f=f^{\prime} \mathrm{d} x$.

Examples 6.6. - $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x^{n}$ for $n \in \mathbb{N}_{0}$ is differentiable in $\mathbb{R}$ with $f^{\prime}(x)=0$ if $n=0$ and

$$
f^{\prime}(x)=n x^{n-1}, \quad n \geq 1
$$

Proof. For $n=0$ the assertion is clear. Now let $n \geq 1$ and fix $x_{0} \in \mathbb{R}$. For $x \in \mathbb{R} \backslash\left\{0, x_{0}\right\}$ it follows from the formula for the geometric sum (4.5) that

$$
\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}=\frac{x^{n}-x_{0}^{n}}{x-x_{0}}=\frac{x^{n}}{x} \frac{1-\left(\frac{x_{0}}{x}\right)^{n}}{1-\frac{x_{0}}{x}}=x^{n-1} \sum_{j=0}^{n-1}\left(\frac{x_{0}}{x}\right)^{j} .
$$

For $x \rightarrow x_{0}$ this tends to $n x_{0}^{n-1}$.

- $f:[0, \infty) \rightarrow \mathbb{R}, f(x)=\sqrt{x}$ is differentiable in $(0, \infty)$ with

$$
f^{\prime}(x)=\frac{1}{2} \frac{1}{\sqrt{x}} .
$$

It is not differentiable in 0 (see Exercise 9.2).

- $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=|x|$ is not differentiable in 0 .

$$
\text { Proof. } \lim _{x \searrow 0} \frac{|x|-0}{x-0}=1 \neq-1=\lim _{x / 0} \frac{|x|-0}{x-0} .
$$

Example 6.7. The exponential function $\mathbb{C} \rightarrow \mathbb{C}, z \mapsto \exp (z)$ is differentiable with derivative $\exp ^{\prime}=\exp$.

Proof. First we show that exp is differentiable in $z=0$. For $z \neq 0$

$$
\frac{\exp (z)-\exp (0)}{z-0}=\frac{\exp (z)-1}{z}=\frac{1}{z}\left(\sum_{k=0}^{\infty} \frac{z^{k}}{k!}-1\right)=\frac{1}{z} \sum_{k=1}^{\infty} \frac{z^{k}}{k!}=\sum_{k=0}^{\infty} \frac{z^{k}}{(k+1)!} .
$$

It is easy to see that radius of convergence of the last series is $\infty$, therefore it is uniformly convergent which implies

$$
\exp ^{\prime}(0)=\lim _{z \rightarrow 0} \sum_{k=0}^{\infty} \frac{z^{k}}{(k+1)!}=\sum_{k=0}^{\infty} \lim _{z \rightarrow 0} \frac{z^{k}}{(k+1)!}=1 .
$$

Now let $z_{0} \in \mathbb{C}$ arbitrary. It follows that

$$
\begin{align*}
\exp ^{\prime}\left(z_{0}\right) & =\frac{\exp (z)-\exp \left(z_{0}\right)}{z-z_{0}}=\exp \left(z_{0}\right) \frac{\exp \left(z-z_{0}\right)-1}{z-z_{0}} \\
& \xrightarrow{z \rightarrow z_{0}} \exp \left(z_{0}\right) \exp ^{\prime}(0)=\exp \left(z_{0}\right) .
\end{align*}
$$

Theorem 6.8. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $\left(Y,\|\cdot\|_{Y}\right)$ a normed space over $\mathbb{F}$. Let $x_{0} \in \mathcal{D} \subseteq$ $\mathbb{F}$ such that $x_{0}$ is a limit point of $\mathcal{D}$ and assume that $f, q: \mathcal{D} \rightarrow Y$ are differentiable in $x_{0}$. Then
(i) For all $\alpha \in \mathbb{F}$ the linear combination $\alpha f+g$ is differentiable in $x_{0}$ with

$$
\begin{equation*}
(\alpha f+g)^{\prime}\left(x_{0}\right)=\alpha f^{\prime}\left(x_{0}\right)+g^{\prime}\left(x_{0}\right) . \tag{6.4}
\end{equation*}
$$

(ii) If $Y=\mathbb{F}$ then the product $f g$ is differentiable in $x_{0}$ with

$$
\begin{equation*}
(f g)^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right) g\left(x_{0}\right)+f\left(x_{0}\right) g^{\prime}\left(x_{0}\right) . \tag{6.5}
\end{equation*}
$$

(iii) If $g\left(x_{0}\right) \neq 0$ then the function $\frac{f}{g}$ is differentiable in $x_{0}$ with

$$
\begin{equation*}
\left(\frac{f}{g}\right)^{\prime}\left(x_{0}\right)=\frac{f^{\prime}\left(x_{0}\right) g\left(x_{0}\right)-f\left(x_{0}\right) g^{\prime}\left(x_{0}\right)}{\left(g\left(x_{0}\right)\right)^{2}} . \tag{6.6}
\end{equation*}
$$

Proof. Let $\Phi_{f}$ and $\Phi_{g}$ as in (6.2), that is, $\Phi_{f}$ and $\Phi_{g}$ are continuous in $x_{0}$ and

$$
\begin{array}{ll}
f(x)-f\left(x_{0}\right)=\Phi_{f}(x)\left(x-x_{0}\right), & \\
x \in \mathcal{D}, \\
g(x)-g\left(x_{0}\right)=\Phi_{g}(x)\left(x-x_{0}\right), & \\
x \in \mathcal{D} .
\end{array}
$$

(i) follows from

$$
\begin{aligned}
(\alpha f+g)(x)-(\alpha f+g)\left(x_{0}\right) & =\alpha\left(f(x)-f\left(x_{0}\right)\right)+g(x)-g\left(x_{0}\right) \\
& =[\underbrace{\alpha \Phi_{f}(x)+\Phi_{g}(x)}_{:=\Phi_{\alpha f+g}(x)}]\left(x-x_{0}\right) .
\end{aligned}
$$

Since $\Phi_{\alpha f+g}$ is continuous in $x_{0}$ and tends to $\alpha f^{\prime}\left(x_{0}\right)+g^{\prime}\left(x_{0}\right)$ for $x \rightarrow x_{0}$, the function $\alpha f+g$ is differentiable in $x_{0}$ by (6.2) and (6.4) holds.
(ii) follows similarly:

$$
\begin{aligned}
(f g)(x)-(f g)\left(x_{0}\right) & =\left(f(x) g(x)-f\left(x_{0}\right) g\left(x_{0}\right)\right. \\
& =\left(f(x)-f\left(x_{0}\right)\right) g(x)+f\left(x_{0}\right)\left(g(x)-g\left(x_{0}\right)\right) \\
& =[\underbrace{\Phi_{f}(x) g(x)+f\left(x_{0}\right) \Phi_{g}(x)}]\left(x-x_{0}\right) .
\end{aligned}
$$

Since $\Phi_{f g}$ is continuous at $x_{0}$ and it tends to $f^{\prime}\left(x_{0}\right) g\left(x_{0}\right)+f\left(x_{0}\right) g^{\prime}\left(x_{0}\right)$ for $x \rightarrow x_{0}$, the function $f g$ is differentiable in $x_{0}$ and (6.5) holds.
(iii) by (ii) it suffices to show that $\left(\frac{1}{g}\right)^{\prime}\left(x_{0}\right)=-\frac{g^{\prime}\left(x_{0}\right)}{\left(g\left(x_{0}\right)\right)^{2}}$. This follows from

$$
\frac{1}{g(x)}-\frac{1}{g\left(x_{0}\right)}=\frac{g\left(x_{0}\right)-g(x)}{g(x) g\left(x_{0}\right)}=\frac{\Phi_{g}(x)}{g(x) g\left(x_{0}\right)}\left(x-x_{0}\right)
$$

because $\frac{\Phi_{g}(x)}{g(x) g\left(x_{0}\right)} \rightarrow \frac{g^{\prime}\left(x_{0}\right)}{g\left(x_{0}\right)^{2}}$ for $x \rightarrow x_{0}$.
Corollary 6.9. Polynomials and rational functions are differentiable.
Theorem 6.10 (Chain rule). Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $f: \mathbb{F} \supseteq \mathcal{D}_{f} \rightarrow \mathbb{F}, g: \mathbb{F} \supseteq$ $\mathcal{D}_{g} \rightarrow Y$ functions such that $f\left(\mathcal{D}_{f}\right) \subseteq \mathcal{D}_{g}$. Let $x_{0} \in \mathcal{D}_{f}$ be a limit point of $\mathcal{D}$ and $f\left(x_{0}\right)$ be a limit point of $\mathcal{D}_{g}$. If $f$ is differentiable in $x_{0}$ and $g$ is differentiable in $f\left(x_{0}\right)$ then $g \circ f$ is differentiable in $x_{0}$ with derivative

$$
(g \circ f)^{\prime}\left(x_{0}\right)=g^{\prime}\left(f\left(x_{0}\right)\right) f^{\prime}\left(x_{0}\right)
$$

Proof. By assumption on $f$ and $g$ there exist functions $\Phi_{f}: \mathcal{D}_{f} \rightarrow \mathbb{F}$ continuous in $x_{0}$ and $\Phi_{g}: \mathcal{D}_{g} \rightarrow \mathbb{R}$ continuous in $f\left(x_{0}\right)$ such that

$$
\begin{aligned}
f(x)-f\left(x_{0}\right) & =\Phi_{f}(x)\left(x-x_{0}\right), & \Phi_{f}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right), \\
g(x)-g\left(x_{0}\right) & =\Phi_{g}(x)\left(x-x_{0}\right), & \Phi_{g}\left(x_{0}\right)=g^{\prime}\left(x_{0}\right) .
\end{aligned}
$$

Therefore

$$
(g \circ f)(x)-(g \circ f)\left(x_{0}\right)=g(f(x))-g\left(f\left(x_{0}\right)\right)=\Phi_{g}(f(x))\left(f(x)-f\left(x_{0}\right)\right)
$$

$$
=\underbrace{\Phi_{g}\left(\Phi_{f}(x)\right) \Phi_{f}(x)}\left(x-x_{0}\right) .
$$

Since $\Phi_{g \circ f}$ is continuous in $x_{0}$ and tends to $g^{\prime}\left(f\left(x_{0}\right)\right) f^{\prime}\left(x_{0}\right)$ for $x \rightarrow x_{0}$, the assertion is proved.

## Examples.

- $f: \mathbb{R}_{+} \rightarrow \mathbb{R}, f(x)=\sqrt{x^{3}+42 x+7}$.

The function $f$ is a composition of differentiable functions, therefore it is differentiable. Using chain rule we obtain

$$
f^{\prime}(x)=\frac{1}{2} \frac{1}{\sqrt{x^{3}+42 x+7}}\left(3 x^{2}+42\right) .
$$

- $f: \mathbb{R}_{+} \rightarrow \mathbb{R}, f(x)=\sqrt{x}^{3}+\sqrt{42 x}+7$.

As a composition of differentiable functions, $f$ is differentiable. Chain rule
yields yields

$$
f^{\prime}(x)=3 \sqrt{x}^{2} \cdot \frac{1}{2} \frac{1}{\sqrt{x}}+\frac{1}{2} \frac{1}{\sqrt{42 x}} 42=\frac{3}{2} \sqrt{x}+\frac{\sqrt{42}}{2 \sqrt{x}} .
$$

For functions defined on intervals in $\mathbb{R}$ we can define one-sided differentiability.
Definition 6.11. Let $(Y,\|\cdot\|)$ be a normed space over $\mathbb{R}$ and $\mathcal{D} \subseteq \mathbb{R}, x_{0} \in \mathcal{D}$ such that $x_{0}$ is a limit point of $\left.\mathcal{D} \cap \mid x_{0}, \infty\right)$. Then $f$ is called differentiable from the right if there exists a function $\Phi: \mathcal{D} \cap\left(x_{0}, \infty\right) \rightarrow \mathbb{R}$, continuous in $x_{0}$ such that $f(x)-f\left(x_{0}\right)=\Phi(x)\left(x-x_{0}\right)$ for all $x \in \mathcal{D} \cap\left[x_{0}, \infty\right)$. In this case, $f_{+}^{\prime}\left(x_{0}\right):=\Phi\left(x_{0}\right)$ is called the derivative from the right of $f$ in $x_{0} . f$ is called differentiable from the right if it is so in every point $x \in \mathcal{D}$. The derivative from the left is defined similarly.

Definition 6.12. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C},(Y,\|\cdot\|)$ a normed space over $\mathbb{F}$ and $x_{0} \in$ $\mathcal{D} \subseteq \mathbb{F}$ such that $x_{0}$ is a limit point of $\mathcal{D}$. We define $f^{[0]}\left(x_{0}\right)=f\left(x_{0}\right)$. If $f$ is differentiable in $x_{0}$ we set $f^{[1]}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)$. Inductively, higher order derivative are defined: Assume that $f^{[0]}, f^{[1]}, \ldots, f^{[n-2]}$ are differentiable in $\mathcal{D}$ and that $f^{[n-1]}$ is differentiable in $x_{0}$, then $f$ is called $n$-times differentiable in $x_{0}$ and

$$
f^{[n]}\left(x_{0}\right):=\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} f\left(x_{0}\right):=\left(f^{[n-1]}\right)^{\prime}\left(x_{0}\right)
$$

is the $n$th derivative of $f$ at $x_{0}$. The function $f$ is called $n$-times differentiable if it is $n$-times differentiable in every $x \in \mathcal{D}$. In this case, the function

$$
f^{[n]}: \mathcal{D} \rightarrow Y, \quad x \mapsto f^{[n]}(x)
$$

is the $n$th derivative of $f$.
If the $n$th derivative of $f$ is continuous, then $f$ is called $n$-times continuously dif ferentiable.
The following vector spaces of functions are defined:
$C^{n}(D):=C^{n}(D, Y):=\{f: D \rightarrow Y: f$ is $n$-times continuously differentiable $\}$, $C^{\infty}(D):=\bigcap_{n=0}^{\infty} C^{n}(D, Y)$.

Remark. Obviously $C^{\infty} \subseteq C^{n+1}(D) \subseteq C^{n}(D, Y) \subseteq C^{0}(D)=C(D), \quad n \in \mathbb{N}$.

## Differentiation in Banach spaces

In this section the definition of differentiabilty is generalized to functions $f$ between (subsets of) normed spaces. All normed spaces in this subsection are assumed to be real or complex vector spaces.

Definition. Let $X$ and $Y$ be normed spaces over $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$. A map $T: X \rightarrow Y$ is called linear if for all $x, y \in X$ and $\lambda \in \mathbb{F}$

$$
T(x+\lambda y)=T(x)+\lambda T(y) .
$$

The linear map $T: X \rightarrow Y$ is called bounded if and only if

$$
\|T\|:=\sup \{\|T x\|: x \in X,\|x\|=1\}<\infty .
$$

In this case, $\|T\|$ is called the norm of $T$. The set of all bounded linear maps from $X$ to $Y$ is denoted by $L(X, Y)$. It is easy to check that $(L(X, Y),\|\cdot\|)$ is a normed space over $\mathbb{F}$.

Remark. Let $T \in L(X, Y)$.
(i) $\|T x\| \leq\|T\|\|x\|$ for all $x \in X$.

Proof. If $x \neq 0$, then $\|T x\|=\left\|T \frac{x}{\|x\|}\right\|\|x\| \leq\|T\|\|x\|$. The assertion is clear if $x=0$.
(ii) If $Y$ is a Banach space, then $L(X, Y)$ is a Banach space.

Proof. Note that for a linear map $T \in L(X, Y)$ its restriction to the unit ball $B_{X}$ in $X$ is bounded and that $\|T\|=\left\|\left.T\right|_{B_{X}}\right\|_{\infty}$ (i.e., the norm of $T$ as a linear map is equal to the supremum norm of the restriction of $T$ to $\left.B_{X}\right)$. Let $\left(T_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence in $L(X, Y)$. Then the sequence of the restrictions to $B_{X}$ are a Cauchy sequence in $B\left(B_{X}, Y\right)$ (the set of all bounded functions from $B_{X}$ to $Y$ with the supremum norm). By Theorem 5.39 there exists an $\widetilde{T} \in B\left(B_{X}, Y\right)$ such that the restrictions of $T_{n}$ converge uniformly to $\widetilde{T}, \widetilde{T}$ can be extended to a linear function $T$ on $X$ by setting $T 0=0$ and $T x=\|x\| \widetilde{T} \frac{x}{\|x\|}$. It is not hard to check that $T$ is well-defined, linear, bounded and that $\left\|T_{n}-T\right\| \rightarrow 0$ for $n \rightarrow \infty$.
(iii) If $\operatorname{dim} X<\infty$ then every linear function $T: X \rightarrow Y$ is bounded because the unit ball $B_{X}$ in $X$ is compact (by the Heine-Borel theorem, Theorem 8.33).

Now let us assume that $X$ is a vector space over $\mathbb{F}$ with an inner product $\langle\cdot, \cdot\rangle$. Then $X$ becomes a normed space if we set $\|x\|=\langle x, x\rangle$ for all $x \in X$.

Definition 6.1'. Let $X$ be a Banach space over $\mathbb{F}$ and $Y$ be normed space over $\mathbb{F}$, $\mathcal{D} \subseteq X$ and $x_{0} \in \mathcal{D}$ a limit point of $\mathcal{D}$. A function $f: \mathcal{D} \rightarrow Y$ is called differentiable in $x_{0}$ if there exists a function $\Phi: \mathcal{D} \rightarrow Y$ continuous in $x_{0}$ such that

$$
f(x)-f\left(x_{0}\right)=\Phi(x)\left(x-x_{0}\right)
$$

Then $\Phi\left(x_{0}\right)=: f^{\prime}\left(x_{0}\right)$ is called the Fréchet derivative of $f$ at $x_{0}$. The function is called differentiable if every point of $\mathcal{D}$ is a limit point and $f$ is differentiable in every point $x_{0} \in \mathcal{D}$. In this case, the function

$$
f^{\prime}: \mathcal{D} \rightarrow L(X, Y), \quad x \mapsto f^{\prime}(x)
$$

is called the Fréchet derivative of $f$.
Note that the function $\Phi$ depends on $f$ and $x_{0}$ and that $f^{\prime}\left(x_{0}\right) \in L(X, Y)$.
Theorem 6.2'. Let $X$ and $Y$ be normed spaces. Let $x_{0} \in \mathcal{D} \subseteq X$ such that $x_{0}$ is a limit point of $\mathcal{D}$ and let $f: \mathcal{D} \rightarrow Y$. Then the following is equivalent:
(i) $f$ is differentiable in $x_{0}$.
(ii) There exists an $A \in L(X, Y)$ and a function $\varphi: \mathcal{D} \rightarrow Y$ which is continuous in $x_{0}$ with $\lim _{x \rightarrow x_{0}} \frac{\varphi(x)}{\left\|x-x_{0}\right\|}=0$ and

$$
\begin{equation*}
f(x)=f\left(x_{0}\right)+A\left(x-x_{0}\right)+\varphi(x), \quad x \in \mathcal{D} . \tag{6.2'}
\end{equation*}
$$

(6.2')
(iii) There exists a $B \in L(X, Y)$ such that

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} \frac{\left\|f(x)-f\left(x_{0}\right)-B\left(x-x_{0}\right)\right\|}{\left\|x-x_{0}\right\|}=0 . \tag{6.3}
\end{equation*}
$$

If $f$ is differentiable in $x_{0}$, then $f^{\prime}\left(x_{0}\right)=A=B$.
Proof."(i) $\Longrightarrow$ (ii)" Let $\varphi: \mathcal{D} \rightarrow Y, \varphi(x)=\left(\Phi(x)-\Phi\left(x_{0}\right)\right)\left(x-x_{0}\right)$ and $A:=f^{\prime}\left(x_{0}\right)=\Phi\left(x_{0}\right)$. Then $\varphi$ is continuous in $x_{0}$ and

$$
\lim _{x \rightarrow x_{0}} \frac{\|\varphi(x)\|}{\left\|x-x_{0}\right\|}=\lim _{x \rightarrow x_{0}}\left\|\Phi(x)-\Phi\left(x_{0}\right)\right\|=0
$$

because $\Phi$ is continuous in $x_{0}$. Moreover, by definition of $\varphi$,

$$
f(x)-f\left(x_{0}\right)=\Phi(x)\left(x-x_{0}\right)=\Phi\left(x_{0}\right)\left(x-x_{0}\right)+\varphi(x),
$$

so $\varphi$ satisfies (6.2').
"(ii) $\Longrightarrow$ (i)" Let $x \in \mathcal{D}$. By the Hahn-Banach theorem ${ }^{1}$ there exists a linear functional $\psi_{x}: X \rightarrow \mathbb{F}$ such that $\psi_{x}\left(\frac{x-x_{0}}{\| x-x_{0}} \|\right)=1$ and $\left\|\psi_{x}\right\|=1$. Let $\Phi: \mathcal{D} \rightarrow$ $L(X, Y)$ be defined by

$$
\Phi(x): X \rightarrow Y, \quad \Phi(x) v= \begin{cases}A v+\left\|x-x_{0}\right\|^{-1} \psi_{x}(v) \varphi(x), & x \neq x_{0}, \\ A v, & x=x_{0} .\end{cases}
$$

$\Phi$ is continuous in $x_{0}$ because
$\lim _{x \rightarrow x_{0}}\left\|\Phi(x)-\Phi\left(x_{0}\right)\right\|=\lim _{x \rightarrow x_{0}} \sup \left\{\| \| x-x_{0}\left\|^{-1} \psi_{x}(v) \varphi(x)\right\|: v \in X,\|v\|=1\right\}$

$$
\begin{aligned}
& \leq \lim _{x \rightarrow x_{0}} \sup \left\{\left\|x-x_{0}\right\|^{-1}\left\|\psi_{x}\right\|\|v\|\|\varphi(x)\|: v \in X,\|v\|=1\right\} \\
& =\lim _{x \rightarrow x_{0}}\left\|x-x_{0}\right\|^{-1}\|\varphi(x)\|=0
\end{aligned}
$$

by assumption on $\varphi$. Obviously, $\Phi$ satisfies ( $6.1^{\prime}$ ). Hence $f$ is differentiable in $x_{0}$ and $f^{\prime}\left(x_{0}\right)=\Phi\left(x_{0}\right)$.
"(ii) $\Longleftrightarrow$ (iii)" The equivalence is obvious with $A=B$.
If $X$ is an inner product space with scalar product $\langle\cdot, \cdot\rangle$ such that $\|x\|^{2}=\langle x, x\rangle$, $x \in X$, then the function $\Phi$ in the proof "(ii) $\Longrightarrow$ (i)" is given by

$$
\Phi(x): X \rightarrow Y, \quad \Phi(x) v= \begin{cases}A v+\left\|x-x_{0}\right\|^{-2}\left\langle x-x_{0}, v\right\rangle \varphi(x), & x \neq x_{0} \\ A v, & x=x_{0}\end{cases}
$$

Corollary. The derivative $f^{\prime}\left(x_{0}\right)$ is uniquely determined.
Proof. Assume that there exist $A, B \in L(X, Y)$ and $\varphi_{A}, \varphi_{B}: \mathcal{D} \rightarrow Y$ such that

$$
f(x)-f\left(x_{0}\right)=A\left(x-x_{0}\right)+\varphi_{A}\left(x-x_{0}\right)=B\left(x-x_{0}\right)+\varphi_{B}\left(x-x_{0}\right)
$$

and $\lim _{x \rightarrow x_{0}} \frac{\left\|\varphi_{A}(x)\right\|}{\left\|x-x_{0}\right\|}=\lim _{x \rightarrow x_{0}} \frac{\left\|\varphi_{B}(x)\right\|}{\left\|x-x_{0}\right\|}=0$. it follows that
$0=\lim _{x \rightarrow x_{0}} \frac{\left\|\varphi_{A}(x)-\varphi_{B}(x)\right\|}{\left\|x-x_{0}\right\|}=\lim _{x \rightarrow x_{0}} \frac{\left\|(A-B)\left(x-x_{0}\right)\right\|}{\left\|x-x_{0}\right\|}=\lim _{x \rightarrow x_{0}}\left\|(A-B) \frac{\left(x-x_{0}\right)}{\left\|x-x_{0}\right\|}\right\|$
Let $v \in X$ with $\|v\|=1$. For every $\lambda \in \mathbb{F}$ there exists an $x_{\lambda} \in X$ such that $\lambda v=x_{0}-x_{\lambda}$. Obviously, $\frac{\left\|x-x_{0}\right\|}{|\lambda|}=1$ for all $\lambda \neq 0$ and $x_{\lambda} \rightarrow x_{0}$ for $\lambda \rightarrow 0$. Therefore

$$
\|(A-B) v\|=\left\|(A-B) \frac{x_{0}-x_{\lambda}}{\lambda}\right\|=\lim _{\lambda \rightarrow 0}\left\|(A-B) \frac{x_{0}-x_{\lambda}}{\lambda}\right\|=0
$$

This implies that $\|A-B\|=\sup \{\|(A-B) v\|: v \in X,\|v\|=1\}=0$, therefore $A=B$.
As for functions defined on a subset of $\mathbb{F}$ we have the following corollary.
${ }^{1}$ Let $X$ be a normed space over $\mathbb{F}, U \subseteq X$ a subspace of $X$ and $u^{\prime}: U \rightarrow \mathbb{F}$ a bounded linear map. Then there exists a bounded linear extension $u: X \rightarrow \mathbb{F}$ of $u^{\prime}$ such that $\|u\|=\left\|u^{\prime}\right\|$.

Corollary 6.3'. If $f$ is differentiable in $x_{0}$ then $f$ is continuous in $x_{0}$.
Proof. This follows immediately from (6.2') because

$$
\lim _{x \rightarrow x_{0}}\left\|f(x)-f\left(x_{0}\right)\right\|=\lim _{x \rightarrow x_{0}}\left\|\varphi(x)-\varphi\left(x_{0}\right)\right\|=0 .
$$

Obviously, product and chain rule hold also for functions between Banach spaces (see Theorem 6.8 and Theorem 6.10).

### 6.2 Local behaviour of differentiable functions

In this section we prove theorems about the local behaviour of real valued functions with domain in $\mathbb{R}$. In particular, criteria for maxima and minima of functions in terms of the derivative are given. For the proof, the mean value theorem is used. We start with a special case of the mean value theorem.

Theorem 6.13 (Rolle's theorem). Let $a<b \in \mathbb{R}$ and $f:[a, b] \rightarrow \mathbb{R}$ be $a$ continuous function such that $f$ is differentiable in $(a, b)$. If $f(a)=f(b)$, then there exists a $p \in(a, b)$ such that $f^{\prime}(p)=0$.

Proof. If $f$ is constant, the assertion is clear. Now assume that $f$ is not constant Without restriction we assume that $f(x)<0$ for at least one $x \in(a, b)$. Then 0 is not the minimum of $f$. By Theorem $5.30 f$ attains its minimum, hence there exists a $p \in(a, b)$ such that $f(p)=\min \{f(x): x \in \mathcal{D}\}$. Since $f$ is differentiable in $p$ there exists a $\Phi:[a, b] \rightarrow \mathbb{R}$ that is continuous in $p$ and that satisfies

$$
f(x)-f(p)=\Phi(x)(x-p), \quad \Phi(p)=f^{\prime}(p) .
$$

Since $f(x)-f(p) \geq 0$ for all $x \in \mathcal{D}$ by definition of $p$, it follows that

$$
\Phi(x)=\frac{f(x)-f(p)}{x-p} \begin{cases}<0, & \text { for } x>p, \\ >0, & \text { for } x<p .\end{cases}
$$

This implies that $f^{\prime}(p)=\Phi(p)=0$ because the continuity of $\Phi$ in $x_{0}$ yields

$$
0 \leq \lim _{x \backslash p} \Phi(x)=\Phi(p)=\lim _{x / p} \Phi(x) \leq 0 .
$$

Theorem 6.14 (Mean value theorem). Let $a<b \in \mathbb{R}, f:[a, b] \rightarrow \mathbb{R}$ continuous and differentiable in $(a, b)$. Then there exists a $p \in(a, b)$ such that

$$
\frac{f(b)-f(a)}{b-a}=f^{\prime}(p) .
$$

Proof. The function

$$
h:[a, b] \rightarrow \mathbb{R}, \quad h(x)=f(x)-f(a)-\frac{f(b)-f(a)}{b-a}(x-a)
$$

is continuous in $[a, b]$, differentiable in $(a, b)$ and $h(a)=h(b)=0$. By Rolle's theorem (Theorem 6.13) there exists a $p \in(a, b)$ such that

$$
0=h^{\prime}(p)=f^{\prime}(p)-\frac{f(b)-f(a)}{b-a} .
$$

Theorem 6.15. Let $f:(a, b) \rightarrow \mathbb{R}$ differentiable. Then
(i) $f^{\prime}=0 \Longleftrightarrow f$ is constant
(ii) $f^{\prime} \geq 0 \Longleftrightarrow$ is monotonically increasing.
$f^{\prime} \leq 0 \Longleftrightarrow$ is monotonically decreasing.
(iii) $f^{\prime}>0 \Longrightarrow f$ is strictly monotonically increasing.

$$
\begin{aligned}
& f^{\prime \prime}>0 \Longrightarrow f \text { is strictly monotonically increasing. } \\
& f^{\prime}<0 \Longrightarrow f \text { is strictly monotonically decreasing. }
\end{aligned}
$$

Note that in (iii) the converse implication is not true: $f: \mathbb{R} \rightarrow \mathbb{R}, x \mapsto x^{3}$, is strictly increasing but $f^{\prime}(0)=0$.

Proof. (i) " $\Longleftarrow$ " is clear. To show " $\Longrightarrow$ " fix an arbitrary $c \in(a, b)$. By the mean value theorem, for every $q \in(a, b) \backslash\{c\}$ there exists an $p_{q} \in(a, b)$ such that

$$
f(c)-f(q)=f^{\prime}\left(p_{q}\right)(c-q) .
$$

Since $f^{\prime}=0$ it follows that $f(q)=f(c)$ for all $q \in(a, b)$.
(ii) We prove only the first equivalence
" " Let $a<x<y<b$. Then there exists a $p \in(x, y)$ such that $f(y)-f(x)=$ $f^{\prime}(p)(y-x)$. Since $f^{\prime}(p) \geq 0$ and $y>0$ it follows that $f(y) \geq f(x)$.
" $\Longrightarrow$ " Since for $a<x<y<b$ every difference quotient $\frac{f(y)-f(x)}{y-x}$ is nonnegative the same is true for $f^{\prime}(x)=\lim _{y \backslash x} \frac{f(y)-f(x)}{y-x}$.
(iii) is proved as the analogous statement in (ii)

The assertions about (strictly) decreasing functions are proved similarly.
Remark. Let $f:(a, b) \rightarrow \mathbb{R}$ differentiable and assume that $f^{\prime}\left(x_{0}\right)>0$ for some $x_{0} \in(a, b)$. Then it follows that there exists an $\delta>0$ such that $f(r)<f\left(x_{0}\right)<f(s)$ for all $r, s \in B_{\delta}\left(x_{0}\right)$ with $r<x_{0}<s$ because

$$
\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}=f^{\prime}\left(x_{0}\right)>0 .
$$

Hence there exists a $\delta>0$ such that $\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}>0$ if $\left|x-x_{0}\right|<\delta$ and the assertion follows. Note however, that $f(r)<f\left(x_{0}\right)<f(s)$ for $r<x_{0}<s$ in a neighbourhood $U$ of $x_{0}$ does not imply that $f$ is locally increasing at $x_{0}$. A counterexample is

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)=x+2 x^{2}\left(1+\left(\sin x^{-1}\right)^{2}\right)
$$

The function $f$ is everywhere differentiable with

$$
f^{\prime}(0)=\lim _{x \rightarrow 0} \frac{f(x)-f(0)}{x-0}=1>0
$$

and for $x \in \mathbb{R} \backslash\{0\}$

$$
\begin{aligned}
f^{\prime}(x) & =1+4 x\left(1+\left(\sin x^{-1}\right)^{2}\right)+4 \sin x^{-1} \cos x^{-1} \\
& =1+4 x\left(1+\left(\sin x^{-1}\right)^{2}\right)+2 \sin (2 x)^{-1}
\end{aligned}
$$

Since the second term tends to zero for $x \rightarrow 0$ and the last term oscillates between -2 and 2 , there is not interval $J$ around 0 such that the restriction of $f$ to $J$ is either strictly positive or strictly negative. Therefore, by Theorem $6.15, f$ is not strictly monotonic at 0 . Note, however, that $f(x)<f(0)<f(y)$ for $x<0<y$ in a neighbourhood of 0. (See also Exercise 10.3.)


Figure 6.2: The function $f(x)=x^{2}\left(1+\left(\sin x^{-1}\right)^{2}\right)$ in the left picture has a global isolated minimum at 0 but there is no right neighbourhood $J$ of $f$ such that $\left.f\right|_{J}$ is monotonically ncreasing
The function $g(x)=x+2 x^{2}\left(1+\left(\sin x^{-1}\right)^{2}\right)$ in the right picture has derivative $g^{\prime}(0)=1$ but it is not monotonic locally at 0 .

Definition 6.16. Let $\left(X, d_{X}\right)$ be a metric space, $p \in \mathcal{D} \subseteq X$ and $f: \mathcal{D} \rightarrow \mathbb{R}$. Then $f(p)$ is a local maximum of $f$ if

$$
\begin{equation*}
\exists \delta>0 \quad \forall x \in \mathcal{D} \cap B_{\delta}(p) \quad f(x) \leq f(p) . \tag{6.7}
\end{equation*}
$$

$f(p)$ is a global maximum of $f$ if

$$
\begin{equation*}
\forall x \in \mathcal{D} \quad f(x) \leq f(p) \tag{6.8}
\end{equation*}
$$

If in (6.7) or (6.8) strict inequality holds for $x \neq p$, then the maximum is called isolated. The value $f(p)$ is local or global minimum of $f$ if it is a local or global maximum of $-f . f(p)$ is called a local extremum if it is a local minimum or maximum, it is called a global extremum if it is a global minimum or maximum.
If $X=\mathbb{R}$, then we say that $f$ is locally increasing at $p \in \mathcal{D}$ if there exists an $\delta>0$ such that the restriction of $f$ to $B_{\delta}(p) \cap \mathcal{D}$ is increasing. The notions strictly locally increasing and (strictly) decreasing are defined analogously.

If a function is arbitrarily often differentiable and not all derivatives in a point $p$ vanish, then it is locally at $p$ either monotonic or it has an isolated local extremum as Theorem 6.18 shows.

Lemma 6.17. Let $(a, b) \subseteq \mathbb{R}$ and $p \in(a, b)$. Let $f:(a, b) \rightarrow \mathbb{R}$ differentiable and assume that $f^{\prime}(p)=0$.
(i) If there exists a $\delta>0$ such that

$$
f^{\prime}(x)(x-p)>0, \quad x \in(p-\delta, p+\delta) \backslash\{p\},
$$

then $f$ has an isolated local minimum at $p$. In particular this is the case when $f^{\prime}$ is strictly increasing locally at $p$.
(ii) If $f^{\prime}$ has an isolated local minimum at $p$, then $f$ is strictly increasing locally at $p$.

Proof. (i) By assumption $f^{\prime}(x)>0$ for $x \in(p, p+\delta)$ and $f^{\prime}(x)<0$ for $x \in(p-\delta, p)$, Therefore $f$ is strictly increasing in ( $p, p+\delta$ ) and strictly decreasing in ( $p-\delta, p$ ) which implies $f(x)>f(p)$ for all $x \in(p-\delta, p+\delta) \backslash\{0\}$.



Figure 6.3: If $f$ looks like the function on the left, then its derivative looks like the function on the right and vice versa.
(ii) By assumption, there exists a $\delta>0$ such that $f^{\prime}(x)>0$ for all $x \in(p-\delta, p+$ $\delta) \backslash\{0\}$, hence $f$ is strictly increasing in ( $p-\delta, p+\delta$ ).

Theorem 6.18. Let $(a, b) \subseteq \mathbb{R}, p \in(a, b)$ and $n \in \mathbb{N}, n \geq 2$. If $f:(a, b) \rightarrow \mathbb{R}$ is ( $n-1$ )-times differentiable and $n$-times differentiable in $p$ and

$$
f^{[n]}(p) \neq 0, \quad f^{[k]}(p)=0, \quad k=0, \ldots, n-1,
$$

then exactly one of the following statements holds:
$n$ even, $\quad f^{[n]}(p)>0 \Longrightarrow f$ has an isolated local minimum at $p$
$n$ even $f^{[n]}(p)<0 \Longrightarrow f$ has an isolated local maximum at
$n$ odd $\quad f^{[n]}(p)>0 \Longrightarrow f$ is strictly increasing locally at $p$
$n$ odd $\quad f^{[n]}(p)<0 \quad \Longrightarrow f$ is strictly decreasing locally at $p$.
Proof. We show only the case when $f^{[n]}(p)>0$. By assumption, $f^{[n-2]^{\prime \prime}}(p)>0$, therefore $f^{[n-2]^{\top}}(p)>0$ is strictly increasing locally at $p$. Lemma 6.17(i) implie that $f^{[n-2]}(p)$ has an isolated local minimum at $p$. By Lemma 6.17 (ii) it follow that $f^{[n-3]}$ is strictly increasing locally at $p$. Inductively we obtain: $f^{[n-2 k]}$ ha a an isolated local minimum at $p$ and $f^{[n-2 k-1]}$ is strictly increasing locally at $p$ Depending on whether $n$ is even or odd, $f=f^{[0]}$ has an isolated local minimum at $p$ or it is strictly increasing locally at $p$.

The theorem implies that locally at $p$ the function $f$ behaves like the function

$$
x \mapsto f^{[n]}(p)(x-p)^{n} .
$$

This will be discussed in more detail in the section about Taylor expansion in Chapter 7.
When all derivatives of $f$ at a point $p$ vanish $f$ does not necessarily behave as described in the theorem above. An example is the function

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)=x^{2} \sin \left(x^{-1}\right) \text { for } x \neq 0, \quad f(0)=0
$$

Corollary 6.19. Let $f:(a, b) \rightarrow \mathbb{R}$ and $p \in(a, b)$ such that $f$ is differentiable in $p$ and $f^{\prime}(p)=0^{\prime}$.
(i) $f^{\prime \prime}(p)>0 \Longrightarrow f$ has an isolated local minimum in $p$.
(ii) $f^{\prime \prime}(p)<0 \Longrightarrow f$ has an isolated local maximum in $p$.

Proof. The proof is analogously to the proof of Rolle's theorem. Without restriction we assume that $f$ has a local minimum at $p$. By assumption the function $\mathcal{D} \rightarrow$ $\mathbb{R}, x \mapsto \frac{f(x)-f(p)}{x-p}$ is continuous in $p$ with value $f^{\prime}(p)$. Therefore the assertion follows from

$$
0 \leq \lim _{x \backslash p} \frac{f(x)-f(p)}{x-p}=f^{\prime}(p) \leq \lim _{x \nmid p} \frac{f(x)-f(p)}{x-p} \leq 0
$$

A point $p$ in the domain of a function $f$ is called a critical point of $f$ if $f$ is differentiable in $p$ and $f^{\prime}(p)=0$.
All candidates for local extrema of a function $f:[a, b] \rightarrow \mathbb{R}$ are:

- the critical points of $f$,
- points where $f$ is not differentiable,
- the end points of the interval where $f$ is defined.

Theorem 6.20 (Inverse function theorem). Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $x_{0} \in \mathcal{D} \subseteq$ $\mathbb{F}$ such that $x_{0}$ is a limit point of $\mathcal{D}$. Assume that $f: \mathcal{D} \rightarrow \mathbb{F}$ is injective and differentiable in $x_{0}$. Moreover, assume that $f^{-1}$ is continuous in $y_{0}:=f\left(x_{0}\right)$. Then

$$
f^{-1} \text { differentiable in } y_{0} \quad \Longleftrightarrow \quad f^{\prime}\left(x_{0}\right) \neq 0
$$

In this case

$$
\left(f^{-1}\right)^{\prime}\left(y_{0}\right)=\frac{1}{f^{\prime}\left(f^{-1}\left(y_{0}\right)\right)}
$$

Proof. " $\Longrightarrow$ " If $f^{-1}$ is differentiable in $y_{0}$, then chain rule yields

$$
1=\frac{\mathrm{d}}{\mathrm{~d} x}\left(f^{-1} \circ f\right)\left(x_{0}\right)=\left(f^{-1}\right)^{\prime}\left(f\left(x_{0}\right)\right) f^{\prime}\left(x_{0}\right)=\left(f^{-1}\right)^{\prime}\left(y_{0}\right) f^{\prime}\left(f^{-1}\left(x_{0}\right)\right) .
$$

In particular, $f^{\prime}\left(x_{0}\right) \neq 0$ and formula (6.9) holds.
" $\Longleftarrow " ~ F i r s t ~ w e ~ s h o w ~ t h a t ~ y_{0}=f\left(x_{0}\right)$ is a limit point of $\mathcal{D}_{f^{-1}}=\mathrm{R}(f)$. Since $x_{0}$ is a limit point of $\mathcal{D}$ there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{D} \backslash\left\{x_{0}\right\}$ that converges to $x_{0}$. The injectivity and continuity of $f$ imply that $\left(f\left(x_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{D}_{f-1} \backslash\left\{y_{0}\right\}\right.$ and that it converges to $y_{0}$. Let $\Phi$ as in the definition of continuity of $f$, i.e., $\Phi$ is continuous in $x_{0}$ and

$$
f(x)-f\left(x_{0}\right)=\Phi(x)\left(x-x_{0}\right), \quad \Phi\left(x_{0}\right)=f^{\prime}\left(x_{0}\right) \neq 0
$$

Since $f$ is injective, $\Phi(x) \neq 0$ for all $x \in \mathcal{D}$ and we obtain from (6.10) (with $f(x)=y$ )

$$
\underbrace{f^{-1}(y)-f^{-1}\left(y_{0}\right)}_{=x-x_{0}}=\frac{1}{\Phi\left(f^{-1}(y)\right)}\left(y-y_{0}\right) .
$$

Since $f^{-1}$ is continuous in $y_{0}$ and $\Phi$ is continuous in $x_{0}=f^{-1}\left(y_{0}\right)$, the assertion is proved.

Example 6.21. The derivative of $\ln :(0, \infty) \rightarrow \mathbb{R}$ defined in Definition 5.52 is

$$
\ln ^{\prime}(x)=\frac{1}{x}, \quad x>0
$$

Proof. Since the logarithm is the inverse of the real exponential function and $\exp ^{\prime}(x) \neq$ 0 for all $x \in \mathbb{R}$, the theorem of the inverse function(Theorem 6.20) yields

$$
\ln ^{\prime}(x)=\frac{1}{\exp ^{\prime}(\ln (x))}=\frac{1}{\exp (\ln (x))}=\frac{1}{x} .
$$

Example 6.22 (Inverse functions of trigonometric functions). By Exer cise 9.2 and Exercise 9.4 the functions sin and cos are differentiable on $\mathbb{R}$ and the tangent $\tan :=\frac{\sin }{\cos }$ is differentiable on $\mathbb{R} \backslash\left\{\left(k+\frac{1}{2}\right) \pi: k \in \mathbb{Z}\right\}$ with derivatives

$$
\sin ^{\prime}=\cos , \quad \cos ^{\prime}=-\sin , \quad \tan ^{\prime}=\frac{1}{\cos ^{2}}=1+\tan ^{2} .
$$

Hence the restrictions

$$
\sin :[-\pi / 2, \pi / 2] \rightarrow \mathbb{R}, \quad \cos :[0, \pi] \rightarrow \mathbb{R}, \quad \tan :[-\pi / 2, \pi / 2] \rightarrow \mathbb{R}
$$

are strictly monotonic (see definition of $\pi$ in Exercise 9.4) and therefore invertible with inverse functions

$$
\arcsin :[-1,1] \rightarrow \mathbb{R}, \quad \arccos :[-1,1] \rightarrow \mathbb{R}, \quad \arctan : \mathbb{R} \rightarrow \mathbb{R} .
$$

Their derivatives are

$$
\begin{gathered}
\arcsin ^{\prime}(x)=\frac{1}{\sqrt{1-x^{2}}}, \quad \arccos ^{\prime}(x)=-\frac{1}{\sqrt{1-x^{2}}}, \quad x \in(-1,1), \\
\arctan ^{\prime}(x)=\frac{1}{1+x^{2}}, \quad x \in \mathbb{R} .
\end{gathered}
$$

Note that arcsin and arccos are not differentiable in $\pm 1$.
Definition 6.23. Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C},(Y,\|\cdot\|)$ a normed space over $\mathbb{F}$ and assume that $f: \mathbb{F} \supset \mathcal{D} \rightarrow Y$ differentiable. A point $p \in \mathcal{D}$ is called a critical point of $f$ if $f^{\prime}(p)=0$.

Theorem 6.24 (Generalised mean value theorem). Let $f, g:[a, b] \rightarrow \mathbb{R}$ con tinuous and differentiable in ( $a, b$ ). Then there exists a $p \in(a, b)$ such that

$$
(f(b)-f(a)) g^{\prime}(p)=(g(b)-g(a)) f^{\prime}(p)
$$

If $g^{\prime}(x) \neq 0, x \in \mathcal{D}$, then $g(a) \neq g(b)$ and

$$
\frac{f(b)-f(a)}{g(b)-g(a)}=\frac{f^{\prime}(p)}{g^{\prime}(p)}
$$

Proof. Let

$$
h(x)=[f(x)-f(a)][g(b)-g(a)]-[g(x)-g(a)][f(b)-f(a)] .
$$

Then $h$ is differentiable in $(a, b)$ and $h(a)=h(b)=0$. Therefore, by Rolle's theorem, there exists an $p \in(a, b)$ such that

$$
0=h^{\prime}(p)=f^{\prime}(p)[g(b)-g(a)]-g^{\prime}(p)[f(b)-f(a)] .
$$

Note that $g(a) \neq g(b)$ because otherwise, by Rolle's theorem, there would exist a $p \in(a, b)$ such that $g^{\prime}(p)=0$.

Theorem 6.14 follows from Theorem 6.24 for the special case $g=\mathrm{id}$.
Theorem 6.25 (l'Hospital's rules). Let $-\infty \leq a<b \leq \infty$ and $f, g:(a, b) \rightarrow \mathbb{R}$ differentiable functions such that $g^{\prime}(x) \neq 0$ for all $x \in(a, b)$. Assume that one of the conditions holds:
(i) $f(x) \rightarrow 0, g(x) \rightarrow 0$ for $x \searrow a$,
(ii) $f(x) \rightarrow \infty, g(x) \rightarrow \infty$ for $x \searrow a$,
then the existence of $\lim _{x \searrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}$ implies the existence of $\lim _{x \searrow a} \frac{f(x)}{g(x)}$ and

$$
\lim _{x \searrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}=\lim _{x \searrow a} \frac{f(x)}{g(x)} .
$$

Analogous statements hold for $x \nearrow b$.
Proof. (i) If $a \neq-\infty$ then $f$ and $g$ can be extended continuously to $[a, b)$ by setting $f(a)=g(a)=0$. Since $g^{\prime} \neq 0, g$ is either strictly increasing or decreasing, hence $g(x) \neq 0$ for all $x \in(a, b)$ (Darboux's theorem, see Exercise 10.3). The generalised mean mean value theorem (Theorem 6.14) implies that for every $x>0$ there exists an $p_{x} \in(a, x)$ such that

$$
\frac{f(x)}{g(x)}=\frac{f(x)-f(a)}{g(x)-g(a)}=\frac{f^{\prime}\left(p_{x}\right)}{g^{\prime}\left(p_{x}\right)}
$$

For an arbitrary sequence $x_{n} \backslash a, n \rightarrow \infty$ in $(a, b)$ it follows that $p_{x_{n}} \rightarrow a$, hence the statement is proved. Now let $a=-\infty$. Without restriction we assume $b<0$. Then the functions $\left(b^{-1}, 0\right) \rightarrow \mathbb{R}, t \mapsto f\left(t^{-1}\right), t \mapsto g\left(t^{-1}\right)$. satisfy assumption (i) for $x \nearrow b$ (with $b=0)$. Therefore

$$
\lim _{x \rightarrow-\infty} \frac{f(x)}{g(x)}=\lim _{t>0} \frac{f\left(t^{-1}\right)}{g\left(t^{-1}\right)}=\lim _{t>0} \frac{\frac{\mathrm{~d}}{\mathrm{~d}} f\left(t^{-1}\right)}{\frac{\mathrm{d}}{\mathrm{~d} t} g\left(t^{-1}\right)}=\lim _{t>0} \frac{f^{\prime}\left(t^{-1}\right) \frac{\mathrm{d}}{\mathrm{t}} t^{-1}}{g^{\prime}\left(t^{-1}\right) \frac{\mathrm{d}}{\mathrm{~d} t} t^{-1}}=\lim _{x \rightarrow-\infty} \frac{f^{\prime}(x)}{g^{\prime}(x)} .
$$

(ii) Since $f(x)$ and $g(x)$ tend to $\infty$ for $x \backslash a$, we can assume without restriction that $f(x)>0$ and $g(x)>0$ for all $x \in(a, b)$. Let $C=\lim _{x \backslash a} \frac{f^{\prime}(x)}{g^{\prime}(x)}$ and let $\varepsilon>0$. Then there exists a $\delta>0$ such that

$$
\left|\frac{f^{\prime}(x)}{g^{\prime}(x)}-C\right|<\frac{\varepsilon}{2}, \quad x \in(a, a+\delta)
$$

The generalised mean value theorem (Theorem 6.14) implies

$$
\begin{equation*}
\left|\frac{f(x)-f(y)}{g(x)-g(y)}-C\right|<\frac{\varepsilon}{2}, \quad x, y \in(a, a+\delta) \tag{6.11}
\end{equation*}
$$

Note that

$$
\frac{f(x)-f\left(y_{0}\right)}{g(x)-g\left(y_{0}\right)}=\frac{f(x)}{g(x)} \frac{1-\frac{f\left(y_{0}\right)}{f(x)}}{1-\frac{g\left(y_{0}\right)}{g(x)}} \quad \text { and } y_{0} \in(a, a+\delta) \text { fixed. }
$$

Since the fraction on the right hand side tends to 1 and the left hand side in bounded by (6.11), it follows that also $\frac{f(x)}{g(x)}$ is bounded for $x \in(a, a+\delta)$. Hence there exists a $\delta^{\prime}$ such that

$$
\left|\frac{f(x)-f\left(y_{0}\right)}{g(x)-g\left(y_{0}\right)}-\frac{f(x)}{g(x)}\right|=\left|\frac{f(x)}{g(x)}\right|\left|1-\frac{1-\frac{f\left(y_{0}\right)}{f(x)}}{1-\frac{g\left(y_{0}\right)}{g(x)}}\right|<\frac{\varepsilon}{2}, \quad x \in\left(a, a+\delta^{\prime}\right) . \quad \text { (6.12) }
$$

Equations (6.11) and (6.12) and the triangle inequality imply

$$
\left|\frac{f(x)}{g(x)}-C\right|<\varepsilon, \quad x \in\left(a, a+\delta^{\prime}\right)
$$

## Inequalities

Definition 6.26. Let $I \subseteq \mathbb{R}$ a nonempty real interval. A function $f: I \rightarrow \mathbb{R}$ is called convex if

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y), \quad x, y \in(a, b), \lambda \in[0,1] .
$$

A function $f$ is called concave if $-f$ is convex.


Figure 6.4: Convex function: $f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)$ for all $x<y$ in the domain of $f$ :

Note that $\lambda x+(1-\lambda) y \in[x, y]$ for $\lambda \in[0,1]$.
Theorem 6.27. Let $I \subseteq \mathbb{R}$ be a nonempty open interval and $f: I \rightarrow \mathbb{R}$ twice differentiable. Then

$$
f \text { convex } \quad \Longleftrightarrow \quad f^{\prime \prime} \geq 0
$$

Proof. " $\Longleftarrow$ " Note that $f^{\prime}$ is monotonically increasing on $I$ because $f^{\prime \prime} \geq 0$. Let $x, y \in I$, without restriction $x<y$. Then for all $\lambda \in(0,1)$ it follows that

$$
p:=\lambda x+(1-\lambda) y \in(x, y) .
$$

By the mean value theorem (Theorem 6.14) there exist $p_{x} \in(x, p)$ and $p_{y} \in(p, y)$ such that

$$
\begin{equation*}
\frac{f(p)-f(x)}{p-x}=f^{\prime}\left(p_{x}\right) \leq f^{\prime}\left(p_{y}\right)=\frac{f(y)-f(p)}{y-p} . \tag{6.13}
\end{equation*}
$$

Inequality (6.13) yields
$(y-x) f(p) \leq f(x)(y-p)+f(y)(p-x)=\lambda f(x)(y-x)+(1-\lambda) f(y)(y-x)$ since

$$
\begin{aligned}
& y-p=y-\lambda x-(1-\lambda) y=\lambda(y-x), \\
& p-x=\lambda x+(1-\lambda) y-x=(1-\lambda)(y-x) .
\end{aligned}
$$

$" \Longrightarrow$ " Now assume that $f$ is convex. We will show that $f^{\prime}$ is monotonically increasing. Let $x, y \in I$, without restriction $x<y$. For $\lambda \in(0,1)$ let $p$ be defined as above. Since $f$ is convex it follows that

$$
0 \leq \lambda f(x)+(1-\lambda) f(y)-f(p) .
$$

Multiplication by $y-x$ gives

$$
\begin{aligned}
0 & \leq \underbrace{\lambda(y-x)}_{=y-p} f(x)+\underbrace{(1-\lambda)(y-x)}_{=p-x} f(y)-\underbrace{(y-x)}_{y-p+p-x} f(p) \\
& =(y-p)[f(x)-f(p)]+(p-x)[f(y)-f(p)] .
\end{aligned}
$$

Hence, for all $p \in(x, y)$ :

$$
\frac{f(p)-f(x)}{p-x} \leq \frac{f(y)-f(p)}{y-p} .
$$

Since $f$ is differentiable in $I$ it is in particular continuous in $I$ and it follows that

$$
\begin{align*}
f^{\prime}(x) & =\lim _{p \backslash x} \frac{f(p)-f(x)}{p-x} \leq \lim _{p \backslash x} \frac{f(y)-f(p)}{y-p}=\frac{f(y)-f(x)}{y-x} \\
& =\lim _{p \nmid y} \frac{f(p)-f(x)}{p-x} \leq \lim _{p \not y y} \frac{f(y)-f(p)}{y-p}=f^{\prime}(y) .
\end{align*}
$$

Examples. $\exp : \mathbb{R} \rightarrow \mathbb{R}$ is convex since $\exp ^{\prime \prime}=\exp >0$.
$\ln : \mathbb{R}_{+} \rightarrow \mathbb{R}$ is concave since $\ln ^{\prime \prime}(x)=-x^{-2}<0, x \in \mathbb{R}_{+}$
Theorem 6.28 (Young's inequality). Let $p, q \in(1, \infty)$ such that

$$
\frac{1}{p}+\frac{1}{q}=1
$$

Then for all $a, b \geq 0$.

$$
\begin{equation*}
a b \leq \frac{1}{p} a^{p}+\frac{1}{q} b^{q} . \tag{6.14}
\end{equation*}
$$

Proof. If $a b=0$, then inequality (6.14) is clear. Now assume $a b>0$. Since the logarithm is concave and $\frac{1}{p}+\frac{1}{q}=1$ is follows that

$$
\ln \left(\frac{1}{p} a^{p}+\frac{1}{q} b^{q}\right) \geq \frac{1}{p} \ln \left(a^{p}\right)+\frac{1}{q} \ln \left(b^{q}\right)=\ln (a)+\ln (b)=\ln (a b) .
$$

Since $\exp : \mathbb{R} \rightarrow \mathbb{R}$ is monotonically increasing, application of exp on both sides of the above inequality proves (6.14).

Theorem 6.29 (Hölder's inequality). Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}, p, q \in(1, \infty)$ such that $\frac{1}{p}+\frac{1}{q}=1$. For $x=\left(x_{j}\right)_{j=1}^{n}$ let

$$
\begin{equation*}
\|x\|_{p}:=\left(\sum_{j=1}^{n}\left|x_{j}\right|^{p}\right)^{\frac{1}{p}} . \tag{6.15}
\end{equation*}
$$

Then for all $x=\left(x_{j}\right)_{j=1}^{n}, y=\left(y_{j}\right)_{j=1}^{n} \in \mathbb{F}^{n}$ the following inequality holds:

$$
\sum_{j=1}^{n}\left|x_{j} y_{j}\right| \leq\|x\|_{p} \cdot\|y\|_{q}
$$

Proof. If $x=0$ or $y=0$ then the inequality (6.15) clearly holds. Now assume $x, y \neq 0$. The Young inequality (6.14) with

$$
a=\frac{\left|x_{j}\right|}{\|x\|_{p}}, \quad b=\frac{\left|y_{j}\right|}{\|y\|_{q}}
$$

yields

$$
\frac{\left|x_{j}\right|\left|y_{j}\right|}{\|x\|_{p}\|y\|_{q}} \leq \frac{1}{p} \frac{\left|x_{j}\right|^{p}}{\|x\|_{p}^{p}}+\frac{1}{q} \frac{\left|y_{j}\right|^{q}}{\|y\|_{q}^{q}} .
$$

Taking the sum over $j=1, \ldots, n$ gives

$$
\frac{1}{\|x\|_{p}\|y\|_{q}} \sum_{j=1}^{n}\left|x_{j} y_{j}\right| \leq \frac{1}{p} \underbrace{\frac{1}{\|x\|_{p}^{p}} \underbrace{\sum_{j=1}^{n}\left|x_{j}\right|^{p}}_{=\|x\|_{p}^{p}}}_{=1}+\underbrace{\frac{1}{q}}_{=1} \underbrace{\frac{1}{\|y\|_{q}^{q}} \underbrace{\sum_{j=1}^{n}\left|y_{j}\right|^{q}}_{j=1}}_{=\|y\|_{q}^{q}}=\frac{1}{p}+\frac{1}{q}=1 . \square
$$

In the special case $p=q=2$ we obtain the Cauchy-Schwarz inequality.
Corollary 6.30 (Cauchy-Schwarz inequality). Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $n \in \mathbb{N}$. For $x=\left(x_{j}\right)_{j=1}^{n}, y=\left(y_{j}\right)_{j=1}^{n} \in \mathbb{F}^{n}$ let

$$
\langle x, y\rangle:=\sum_{j=1}^{n} x_{j} \overline{y_{j}} .
$$

be the Euclidean inner product on $\mathbb{F}$. Then

$$
|\langle x, y\rangle| \leq\|x\|_{2}\|y\|_{2} .
$$

Theorem 6.31 (Minkowski inequality). Let $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ and $p \in(1, \infty)$. For all $x, y \in \mathbb{F}^{n}$ it follows that

$$
\|x+y\|_{p} \leq\|x\|_{p}+\|y\|_{p}
$$

Proof. If $x+y=0$ then (6.16) clearly holds.
Now assume $x+y \neq 0$. Let $q \in(1, \infty)$ such that $\frac{1}{p}+\frac{1}{q}=1$. The Hölder inequality (6.15) yield

$$
\begin{aligned}
\|x+y\|_{p}^{p} & =\sum_{j=1}^{n}\left|x_{j}+y_{j}\right| \cdot\left|x_{j}+y_{j}\right|^{p-1} \\
& \leq \sum_{j=1}^{n}\left|x_{j}\right||\underbrace{x_{j}+y_{j}}_{:=\widetilde{y}_{j}}|^{p-1}+\sum_{j=1}^{n}\left|y_{j}\right|\left|x_{j}+y_{j}\right|^{p-1} \\
& \leq\|x\|_{p} \underbrace{\left(\sum_{j=1}^{n}\left|x_{j}+y_{j}\right|^{(p-1) q}\right)^{\frac{p}{q}}}_{\|\widetilde{y}\|_{q}})^{\frac{1}{q}}+\|y\|_{p}\left(\sum_{j=1}^{n}\left|x_{j}+y_{j}\right|^{(p-1) q}\right)^{\frac{p}{q}} \\
& =\left(\|x\|_{p}+\|y\|_{p}\right)\|x+y\|_{p}^{\frac{p}{q}} .
\end{aligned}
$$

Since $p-\frac{p}{q}=p\left(1-\frac{1}{q}\right)=1$ division by $\|x+y\|_{p}^{\frac{p}{q}}$ proves (6.16).
Note that the Minkowski inequality is the triangle inequality for $\|\cdot\|_{p}$ :
Corollary 6.32. $\left(\mathbb{F} 6 n,\|\cdot\|_{p}\right)$ is normed space for $p \in(1, \infty)$.

### 6.3 The Riemann-Stieltjes integral in $\mathbb{R}$

A motivation for integration is to determine the area under the graph of a nonnegative function defined on an interval $(a, b) \subseteq \mathbb{R}$.
In the special case that $f$ is piecewise constant, the area is $A_{f}=\sum_{j=1}^{n} f_{j}\left(c_{j}-c_{j-1}\right)$ if $f(x)=c_{j}$ for $x \in\left(c_{j}-c_{j-1}\right)$. In the general case, the integral will be defined as the limit of integrals of piecewise functions that approximate $f$ in a suitable sense.


Figure 6.5: Geometric interpretation of the Riemann integral.
In this section we always assume that $-\infty<a<b<\infty$.
Definition 6.33. A partition of $[a, b]$ is a finite set of points $P:=\left\{x_{0}, \ldots, x_{n}\right\}$ such that

$$
a=x_{0}<x_{1}<\cdots<x_{n-1}<x_{n}=b .
$$

If $P, P^{\prime}$ are partitions of $[a, b]$ and $P \subseteq P^{\prime}$, then $P^{\prime}$ is called a refinement of $P$.
Obviously, if $P, Q$ are partitions of $[a, b]$, then $P \cup Q$ is a common refinement of both $P$ and $Q$.
In the following we will always assume that $\alpha:[a, b] \rightarrow \mathbb{R}$ is an increasing function In particular, $\alpha$ is bounded because

$$
-\infty<\alpha(a) \leq \alpha(x) \leq \alpha(b)<\infty, \quad x \in[a, b] .
$$

Definition 6.34. Let $[a, b] \subseteq \mathbb{R}, f:[a, b] \rightarrow \mathbb{R}$ a bounded function. Given a partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} \subseteq[a, b]$ we define for $j=1, \ldots, n$ :

$$
\begin{aligned}
\Delta \alpha_{j} & :=\alpha\left(x_{j}\right)-\alpha\left(x_{j-1}\right), \\
m_{j} & :=\inf \left\{f(x): x \in\left(x_{j-1}, x_{j}\right)\right\} \\
M_{j} & :=\sup \left\{f(x): x \in\left(x_{j-1}, x_{j}\right)\right\},
\end{aligned}
$$

we define the sums

$$
s(f, \alpha, P):=\sum_{j=1}^{n} m_{j} \Delta \alpha_{j}, \quad S(f, \alpha, P):=\sum_{j=1}^{n} M_{j} \Delta \alpha_{j}
$$

and the numbers

$$
\begin{aligned}
& \int_{* a}^{b} f \mathrm{~d} \alpha:=\sup \{s(f, \alpha, P): P \text { partition of }[a, b]\}, \\
& \int_{a}^{* b} f \mathrm{~d} \alpha:=\inf \{S(f, \alpha, P): P \text { partition of }[a, b]\} .
\end{aligned}
$$

Note that

$$
\sum_{j=1}^{n} \Delta \alpha_{j}=\alpha(b)-\alpha(a) .
$$

Remark 6.35. Let $m, M \in \mathbb{R}$ such that $m \leq f \leq M$. Then for a fixed partition $P$ of $[a, b]$ :

$$
m(\alpha(b)-\alpha(a)) \leq s(f, \alpha, P) \leq S(f, \alpha, P) \leq M(\alpha(b)-\alpha(a)),
$$

hence

$$
\begin{aligned}
& \int_{* a}^{b} f \mathrm{~d} \alpha \geq m(\alpha(b)-\alpha(a))>-\infty \\
& \int_{a}^{* b} f \mathrm{~d} \alpha \leq M(\alpha(b)-\alpha(a))<\infty
\end{aligned}
$$

Lemma 6.36. Let $f:[a, b] \rightarrow \mathbb{R}$ be a bounded function.
(i) Let $P, P^{\prime}$ be partitions of $[a, b]$ such that $P \subseteq P^{\prime}$. Then

$$
s(f, \alpha, P) \leq s\left(f, \alpha, P^{\prime}\right) \leq s\left(f, \alpha, P^{\prime}\right) \leq S(f, \alpha, P)
$$

(ii) $\int_{* a}^{b} f \mathrm{~d} \alpha \leq \int_{a}^{* b} f \mathrm{~d} \alpha$.

Proof. (i) The middle estimate follows from Remark 6.35. Let us show the first Proof. (i) The middle estimate follows from Rem estimate. $\quad\left\{x_{0}, x_{1}\right\}$ If $P=P^{\prime}$ thatosly.
Let $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$. If $P=P^{\prime}$ then the estimate is clear. Now assume $P \neq P$. It suffices to show the estimate in the case when $P \backslash P^{\prime}=\{y\}$, for the $x_{k-1}<y<x_{k}$. Then

$$
\begin{aligned}
& m_{k}^{-}:=\inf \left\{f(x): x \in\left(x_{k-1}, y\right)\right\} \geq m_{k}, \\
& m_{k}^{+}:=\inf \left\{f(x): x \in\left(y, x_{k}\right)\right\} \geq m_{k}
\end{aligned}
$$

and it follows that
$s\left(f, \alpha, P^{\prime}\right)-s(f, \alpha, P)$

$$
=m_{k}^{-}\left(\alpha(y)-\alpha\left(x_{k-1}\right)\right)+m_{k}^{+}\left(\alpha\left(x_{k}\right)-\alpha(y)\right)-m_{k}\left(\alpha\left(x_{k}\right)-\alpha\left(x_{k-1}\right)\right)
$$

$$
=(\underbrace{m_{k}^{-}-m_{k}}_{\geq 0})(\underbrace{\alpha(y)-\alpha\left(x_{k-1}\right)}_{\geq 0})+(\underbrace{m_{k}^{+}-m_{k}}_{\geq 0})(\underbrace{\alpha\left(x_{k}\right)-\alpha(y)}_{\geq 0}) \geq 0 .
$$

(ii) For partitions $P_{1}, P_{2}$ it follows by (i) that

$$
s\left(f, \alpha, P_{1}\right) \leq s\left(f, \alpha, P_{1} \cup P_{2}\right) \leq s\left(f, \alpha, P_{1} \cup P_{2}\right) \leq S\left(f, \alpha, P_{2}\right) .
$$

Taking the supremum over all partitions $P_{1}$ on the left hand side and the infimum over all partitions $P_{2}$ on the right side proves the assertion.

Definition 6.37. A bounded function $f:[a, b] \rightarrow \mathbb{R}$ is called Riemann-Stieltjes integrable (or simply integrable) with respect to $\alpha$ if

$$
\int_{* a}^{b} f \mathrm{~d} \alpha=\int_{a}^{* b} f \mathrm{~d} \alpha
$$

In this case

$$
\int_{a}^{b} f \mathrm{~d} \alpha:=\int_{* a}^{b} f \mathrm{~d} \alpha=\int_{a}^{* b} f \mathrm{~d} \alpha
$$

is called the Riemann-Stieltjes integral of $f$.
Remark 6.38. In the case when $\alpha=\mathrm{id}$, the integral is called the Riemann-integral. For positive functions $f$ the integral of $f$ is the area between the graph of $f$ and the $x$-axis. The following notation is used:

$$
\begin{aligned}
\int_{a}^{b} f \mathrm{~d} \alpha & =\int_{a}^{b} f(x) \mathrm{d} \alpha(x) \\
\int_{a}^{b} f \mathrm{~d} \alpha & =\int_{a}^{b} f \mathrm{~d} x=: \int_{a}^{b} f(x) \mathrm{d} x \quad \text { if } \alpha=\mathrm{id}
\end{aligned}
$$

## Notation

$\mathcal{R}(\alpha):=\{f:[a, b] \rightarrow \mathbb{R}: f$ is Riemann-Stieltjes integrable with respect to $\alpha\}$,

$$
\mathcal{R}:=\mathcal{R}([a, b]):=\{f:[a, b] \rightarrow \mathbb{R}: f \text { is Riemann integrable }\}
$$

Remark 6.39. If $\alpha$ is constant, then obviously every bounded function $f$ is RiemannStieltjes integrable with respect to $\alpha$ and $\int_{a}^{b} f \mathrm{~d} \alpha=0$.

Theorem 6.40 (Riemann criterion). Let $f:[a, b] \rightarrow \mathbb{R}$ a bounded function. Then $f \in \mathcal{R}(\alpha)$ if and only if

$$
\forall \varepsilon>0 \quad \exists P_{\varepsilon} \text { partition of }[a, b]: \quad S\left(f, \alpha, P_{\varepsilon}\right)-s\left(f, \alpha, P_{\varepsilon}\right)<\varepsilon .
$$

Proof. " $\Longleftarrow$ " Let $\varepsilon>0$ and $P_{\varepsilon}$ as above. By Lemma 6.36 (ii) it follows that

$$
0 \leq \underbrace{\int_{a}^{* b} f \mathrm{~d} \alpha}_{\leq S\left(f, \alpha, P_{\varepsilon}\right)}-\underbrace{\int_{* a}^{b} f \mathrm{~d} \alpha}_{\geq s\left(f, \alpha, P_{\varepsilon}\right)} \leq S(f, \alpha, P)-s(f, \alpha, P)<\varepsilon
$$

Since $\varepsilon>0$ is arbitrary, the assertion is proved.
" $\Longrightarrow$ " Assume that $f$ is Riemann-Stieltjes integrable with respect to $\alpha$ and let $\varepsilon>0$. By Definition 6.34 there exist partitions $P_{1}, P_{2}$ of $[a, b]$ such that

$$
\int_{a}^{b} f \mathrm{~d} \alpha-s\left(f, \alpha, P_{1}\right)<\frac{\varepsilon}{2}, \quad S\left(f, \alpha, P_{2}\right)-\int_{a}^{b} f \mathrm{~d} \alpha<\frac{\varepsilon}{2} .
$$

Addition of the inequalities gives

$$
\varepsilon>S\left(f, \alpha, P_{2}\right)-s\left(f, \alpha, P_{1}\right) \geq S\left(f, \alpha, P_{1} \cup P_{2}\right)-s\left(f, \alpha, P_{1} \cup P_{2}\right) \geq 0
$$

Theorem 6.41. Every continuous function $f:[a, b] \rightarrow \mathbb{R}$ is Riemann-Stieltjes integrable.
Proof. We use the Riemann criterion to show the integrability of $f$. Let $\varepsilon>0$. In the case when $\alpha$ is constant, the assertion follows immediately from Remark 6.39 Now assume that $\alpha$ is not constant. In particular, it follows that $\alpha(a) \neq \alpha(b)$. Since $f$ is continuous on the compact set $[a, b]$, it is uniformly continuous (Theorem 5.33) so there exists an $\delta>0$ such that

$$
\forall x, y \in[a, b] \quad|x-y|<\delta \Longrightarrow|f(x)-f(y)|<\frac{\varepsilon}{\alpha(b)-\alpha(a)}
$$

Now choose $n$ large enough such that

$$
\frac{b-a}{n} \leq \delta
$$

and define the partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ by

$$
x_{j}=a+j \frac{b-a}{n}, \quad j=0, \ldots, n .
$$

Then
$S(f, \alpha, P)-s(f, \alpha, P)=\sum_{j=1}^{n}\left(M_{j}-m_{j}\right) \Delta \alpha_{j}<\sum_{j=1}^{n} \frac{\varepsilon}{\alpha(b)-\alpha(a)} \frac{\alpha(b)-\alpha(a)}{n}=\varepsilon$.
By the Riemann criterion (Theorem 6.40) $f$ is integrable.
Theorem 6.42. If $f:[a, b] \rightarrow \mathbb{R}$ is monotonic and $\alpha$ is increasing and continuous, then $f \in \mathcal{R}(\alpha)$.

Proof. Let $\varepsilon>0$ and $n \in \mathbb{N}$ such that

$$
n^{-1}(\alpha(b)-\alpha(a))|f(b)-f(a)|<\varepsilon
$$

Since $\alpha$ is continuous there exists a partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of $[a, b]$ such that

$$
\Delta \alpha_{j}=\frac{\alpha(b)-\alpha(a)}{n}, \quad j=1, \ldots, n .
$$

Without restriction we assume that $f$ is increasing. Then

$$
f\left(x_{j-1}\right) \leq m_{j} \leq M_{j} \leq f\left(x_{j}\right), \quad j=1, \ldots, n,
$$

and therefore

$$
S(f, \alpha, P)-s(f, \alpha, P)=\sum_{j=1}^{n}\left(M_{j}-m_{j}\right) \Delta \alpha_{j} \leq \sum_{j=1}^{n}\left(f\left(x_{j}\right)-f\left(x_{j-1}\right)\right) \frac{\alpha(b)-\alpha(a)}{n}
$$

$$
=n^{-1}(f(b)-f(a))(\alpha(b)-\alpha(a))<\varepsilon
$$

by the choice of $n$. Therefore $f$ is integrable by the Riemann criterion (Theorem 6.40).

Theorem 6.43. If $f:[a, b] \rightarrow \mathbb{R}$ is bounded and has only finitely many discon tinuities and $\alpha$ is continuous at every point where $f$ is discontinuous, then $f$ is integrable with respect to $\alpha$.

Proof. Let $\varepsilon>0$ and $M=\sup \{|f(x)|: x \in[a, b]\}$. Let $E=\left\{q_{1}, \ldots, q_{m}\right\}$ the set of all discontinuities of $f$. Now we chose $u_{1}, \ldots u_{m}, v_{1}, \ldots, v_{m}$ such that the intervals $\left[u_{i}, v_{j}\right]$ are pairwise disjoint and

$$
p_{j} \in\left(u_{j}, v_{j}\right) \subseteq[a, b] \quad \text { and } \quad \alpha\left(v_{j}\right)-\alpha\left(u_{j}\right)<\varepsilon .
$$

The latter is possible because $\alpha$ is continuous in the points $p_{j}$. Let $U:=\bigcup_{j=1}^{m}\left(u_{j}, v_{j}\right)$. Since $K:=[a, b] \backslash U$ is the finite union of compact intervals, $\left.f\right|_{K}$ is uniformly continuous. Chose $\delta>0$ such that $|f(x)-f(y)|<\varepsilon$ for all $x, y \in K$ with $|x-y|<\delta$. Now chose a partition $P^{\prime}=\left\{x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right\}$ of $[a, b]$ such that $x_{j}^{\prime}-x_{j-1}^{\prime}<\delta$ for


Figure 6.6: The function $f$ has only finitely many discontinuities

$$
\begin{aligned}
& j=1, \ldots, k \text {. Let } \\
& \qquad P:=P^{\prime} \cup\left\{u_{j}, v_{j}: j=1, \ldots, n\right\} \backslash U=:\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} .
\end{aligned}
$$

Using that $M_{j}-m_{j} \leq f(x)-f(y) \leq 2 M$ for all $x, y \in[a, b]$, we obtain

$$
\begin{aligned}
& S(f, \alpha, P)-s(f, \alpha, P)=\sum_{j=1}^{n}\left(M_{j}-m_{j}\right)\left(\alpha\left(x_{j}\right)-\alpha\left(x_{j-1}\right)\right) \\
& \quad=\sum_{\substack{j=1, \ldots n \\
x_{j} \neq v_{1}, \ldots v_{m}}}\left(M_{j}-m_{j}\right)\left(\alpha\left(x_{j}\right)-\alpha\left(x_{j-1}\right)\right)+\sum_{\substack{j=1, \ldots n \\
x_{j}=v_{1}, \ldots v_{m}}}\left(M_{j}-m_{j}\right)\left(\alpha\left(x_{j}\right)-\alpha\left(x_{j-1}\right)\right) \\
& \quad \leq \varepsilon(\alpha(b)-\alpha(a))+2 M q \varepsilon .
\end{aligned}
$$

Since $\varepsilon>0$ war arbitrary, $f \in \mathcal{R}(\alpha)$ by the Riemann criterion (Theorem 6.40). $\square$
The Theorem 6.42 and Theorem 6.43 and show that every function $f:[a, b] \rightarrow$ $\mathbb{R}$ that is either monotonic or has only finitely many discontinuities is Riemann integrable.

Theorem 6.44. Let $f \in \mathcal{R}(\alpha)$ and $m, M \in \mathbb{R}$ such that $\mathrm{R}(f) \subseteq[m, M]$. If $\Phi$ $[m, M] \rightarrow \mathbb{R}$ is continuous, Then $h=\Phi \circ f \in \mathcal{R}(\alpha)$.

Proof. Let $\varepsilon>0$. Since $\Phi$ is uniformly continuous on $[m, M]$ there exists a $\delta \in(0, \varepsilon)$ such that

$$
\begin{equation*}
|x-y|<\delta \Longrightarrow|\Phi(x)-\Phi(y)|<\varepsilon, \quad x, y \in[a, b] \tag{6.17}
\end{equation*}
$$

Let $M_{j}, m_{j}$ for $f$ as in Definition 6.34 and $m_{j}^{\prime}, M_{j}^{\prime}$ the analogon for $h$. Since by assumption $f \in \mathcal{R}(\alpha)$, there exists a partition $P$ of $[a, b]$ such that

$$
\begin{equation*}
S(f, \alpha, P)-s(f, \alpha, P) \leq \delta^{2} . \tag{6.18}
\end{equation*}
$$

Let $A:=\left\{j: M_{j}-m_{j}<\delta\right\}, B:=\left\{j: M_{j}-m_{j} \geq \delta\right\}$. Then

$$
\begin{array}{lll}
j \in A \quad \Longrightarrow \quad M_{j}^{\prime}-m_{j}^{\prime} \leq \varepsilon \quad \text { by (6.17) } \\
j \in B \quad \Longrightarrow \quad M_{j}^{\prime}-m_{j}^{\prime} \leq 2\|\Phi\|_{\infty} .
\end{array}
$$

From (6.18) it follows that

$$
\sum_{j \in B} \Delta \alpha_{j} \leq \sum_{j \in B} \underbrace{\frac{M_{j}-m_{j}}{\delta}}_{\leq 1} \Delta \alpha_{j} \leq \frac{1}{\delta}(S(f, \alpha, P)-s(f, \alpha, P)) \stackrel{(6.18)}{<} \delta .
$$

Therefore $h \in \mathbb{R}(\alpha)$ by the Riemann criterion (Theorem 6.40) because

$$
\begin{aligned}
S(h, \alpha, P)-s(h, \alpha, P) & =\sum_{j \in A}\left(M_{j}^{\prime}-m_{j}^{\prime}\right) \Delta \alpha_{j}+\sum_{j \in B}\left(M_{j}^{\prime}-m_{j}^{\prime}\right) \Delta \alpha_{j} \\
& \leq \varepsilon(\alpha(b)-\alpha(a))+2\|\Phi\|_{\infty} \delta<\varepsilon\left(\alpha(b)-\alpha(a)+2\|\Phi\|_{\infty}\right)
\end{aligned}
$$

and $\varepsilon>0$ was arbitrary.
Theorem 6.45 (Properties of the Riemann-Stieltjes integral).
Let $f, g \in \mathcal{R}(\alpha)$ and $\gamma \in \mathbb{R}$.
(i) $f+\gamma g \in \mathcal{R}(\alpha)$ and

$$
\int_{a}^{b} f+\gamma g \mathrm{~d} \alpha=\int_{a}^{b} f \mathrm{~d} \alpha+\gamma \int_{a}^{b} g \mathrm{~d} \alpha .
$$

(ii) $f g \in \mathcal{R}(\alpha)$.
(iii) If $c \in(a, b)$ then $f \in \mathcal{R}(\alpha)$ on $[a, c]$ and on $[c, b]$ and

$$
\int_{a}^{b} f \mathrm{~d} \alpha=\int_{a}^{c} f \mathrm{~d} \alpha+\int_{c}^{b} f \mathrm{~d} \alpha .
$$

(iv) If $f \leq g$ then

$$
\int_{a}^{b} f \mathrm{~d} \alpha \leq \int_{a}^{b} g \mathrm{~d} \alpha .
$$

(v) If $f \in \mathcal{R}\left(\alpha_{1}\right)$ and $f \in \mathcal{R}\left(\alpha_{2}\right)$ on $[a, b]$ then $f \in \mathcal{R}\left(\alpha_{1}+\gamma \alpha_{2}\right)$ on $[a, b]$ then

$$
\int_{a}^{b} f \mathrm{~d}\left(\alpha_{1}+\gamma \alpha_{2}\right)=\int_{a}^{b} f \mathrm{~d} \alpha_{1}+\gamma \int_{a}^{b} f \mathrm{~d} \alpha_{2}
$$

Proof. Exercise.
Theorem 6.46. Let $f \in \mathcal{R}(\alpha)$. Then also $|f| \in \mathcal{R}(\alpha)$ and

$$
\left|\int_{a}^{b} f \mathrm{~d} \alpha\right| \leq \int_{a}^{b}|f| \mathrm{d} \alpha
$$

Proof. Since $|\cdot|: \mathbb{R} \rightarrow \mathbb{R}$ is continuous, $|f| \in \mathcal{R}(\alpha)$ by Theorem 6.44. Chose $c \in\{ \pm 1\}$ such that

$$
c \int_{a}^{b} f \mathrm{~d} \alpha \geq 0
$$

By Theorem 6.45 (i) and (iv) it follows that

$$
\left|\int_{a}^{b} f \mathrm{~d} \alpha\right|=c \int_{a}^{b} f \mathrm{~d} \alpha=\int_{a}^{b} \underbrace{c f}_{\leq|f|} \mathrm{d} \alpha \leq \int_{a}^{b}|f| \mathrm{d} \alpha .
$$

Theorem 6.47. Let $\alpha:[a, b] \rightarrow \mathbb{R}$ be increasing and differentiable such that $\alpha^{\prime} \in \mathcal{R}$. If $f:[a, b] \rightarrow \mathbb{R}$ is bounded function, then $f \in \mathcal{R}(\alpha)$ if and only if $f \alpha^{\prime} \in \mathcal{R}$. In this case

$$
\begin{equation*}
\int_{a}^{b} f \mathrm{~d} \alpha=\int_{a}^{b} f \alpha^{\prime} \mathrm{d} x . \tag{6.19}
\end{equation*}
$$

Proof. Let $\varepsilon>0$. Since $\alpha^{\prime} \in \mathcal{R}$, there exists a partition $P_{\varepsilon}=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of $[a, b]$ such that

$$
S\left(\alpha^{\prime}, P_{\varepsilon}\right)-s\left(\alpha^{\prime}, P_{\varepsilon}\right)<\varepsilon .
$$

By the mean value theorem, for all $j=1, \ldots, n$ there exists $t_{j} \in\left[x_{j-1}, x_{j}\right]$ such that $\Delta \alpha_{j}^{\prime}=\alpha\left(t_{j}\right) \Delta x_{j}$. For arbitrary $s_{j} \in\left[x_{j-1}, x_{j}\right]$ we have

$$
\begin{aligned}
& |\sum_{j=1}^{n} f\left(s_{j}\right) \underbrace{\Delta \alpha_{j}}_{=\alpha\left(t_{j}\right) \Delta x_{j}}-\sum_{j=1}^{n} f\left(s_{j}\right) \alpha^{\prime}\left(s_{j}\right) \Delta x_{j}|=\left|\sum_{j=1}^{n} f\left(s_{j}\right)\left[\alpha^{\prime}\left(t_{j}\right)-\alpha^{\prime}\left(s_{j}\right)\right] \Delta x_{j}\right| \\
& \quad \leq\|f\|_{\infty}\left|\sum_{j=1}^{n}\left[\alpha^{\prime}\left(t_{j}\right)-\alpha^{\prime}\left(s_{j}\right)\right] \Delta x_{j}\right| \leq\|f\|_{\infty}\left(S\left(\alpha^{\prime}, P_{\varepsilon}\right)-s\left(\alpha^{\prime}, P_{\varepsilon}\right)\right)<\varepsilon\|f\|_{\infty} .
\end{aligned}
$$

Since the $s_{j}$ are chosen arbitrarily in $\left[x_{j-1}, x_{j}\right]$, we can chose them such that $0 \leq$ $\sum_{j=1}^{n} f\left(s_{j}\right) \Delta \alpha_{j}-S\left(f, \alpha, P_{\varepsilon}\right)<\varepsilon$. Then the above inequality implies

$$
\begin{align*}
S\left(f, \alpha, P_{\varepsilon}\right) & <\varepsilon+\sum_{j=1}^{n} f\left(s_{j}\right) \Delta \alpha_{j}=\varepsilon+\varepsilon\|f\|_{\infty}+\sum_{j=1}^{n} f\left(s_{j}\right) \alpha^{\prime}\left(s_{j}\right) \Delta x_{j} \\
& <\varepsilon\left(1+\|f\|_{\infty}\right)+S\left(f \alpha^{\prime}, P_{\varepsilon}\right) . \tag{6.20}
\end{align*}
$$

Analogously, if we chose the $s_{j}$ such that $0 \leq \sum_{j=1}^{n} f\left(s_{j}\right) \alpha^{\prime}\left(s_{j}\right) \Delta x_{j}-S\left(f \alpha^{\prime}, P_{\varepsilon}\right)<\varepsilon$, then the above inequality implies

$$
\begin{equation*}
S\left(f \alpha^{\prime}, P_{\varepsilon}\right)<\varepsilon\left(1+\|f\|_{\infty}\right)+S\left(f, \alpha, P_{\varepsilon}\right) . \tag{6.21}
\end{equation*}
$$

Inequalities (6.20) and (6.21) imply

$$
\begin{equation*}
\left|S\left(f \alpha^{\prime}, P_{\varepsilon}\right)-S\left(f, \alpha, P_{\varepsilon}\right)\right|<\varepsilon\left(1+\|f\|_{\infty}\right) \tag{6.22}
\end{equation*}
$$

Analogously

$$
\begin{equation*}
\left|s\left(f \alpha^{\prime}, P_{\varepsilon}\right)-s\left(f, \alpha, P_{\varepsilon}\right)\right|<\varepsilon\left(1+\|f\|_{\infty}\right) . \tag{6.23}
\end{equation*}
$$

is shown. Form the inequalities (6.22) and (6.23) if follows that $f \in \mathcal{R}(\alpha)$ if and only if $f \alpha^{\prime} \in \mathcal{R}$ and in this case, formula (6.19) holds.

Theorem 6.48 (Change of variables). Let $[a, b]$ and $[A, B]$ nonempty intervals in $\mathbb{R}$ and $\varphi:[A, B] \rightarrow[a, b]$ a monotonically increasing bijection. Suppose that $\alpha:[a, b] \rightarrow \mathbb{R}$ is monotonically increasing and that $f \in \mathcal{R}(\alpha)$. Let

$$
\beta:=\alpha \circ \varphi:[A, B] \rightarrow \mathbb{R}, \quad g:=f \circ \varphi:[A, B] \rightarrow \mathbb{R}
$$

Then $g \in \mathcal{R}(\beta)$ and

$$
\int_{A}^{B} g \mathrm{~d} \beta=\int_{a}^{b} f \mathrm{~d} \alpha
$$

Proof. Since $\varphi$ is increasing, also $\beta$ is an increasing function on $[A, B]$. The bijection $\varphi$ induces a bijection between the partitions of $[A, B]$ and the partitions of $[a, b]$ :

$$
\begin{aligned}
\varphi^{*}:\{P: \text { partition of }[A, B]\} & \rightarrow\{P: \text { partition of }[a, b]\}, \\
\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} & \mapsto\left\{\varphi\left(x_{0}\right), \varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right\} .
\end{aligned}
$$

Since $S(g, \beta, P)=S(f \circ \varphi, \alpha \circ \varphi, P)=S\left(g, \beta, \varphi^{*} P\right)$ and analogously $s(g, \alpha, P)=$ $s\left(g, \beta, \varphi^{*} P\right)$ for every partition $P$ of $[A, B]$ it follows that

$$
\int_{a}^{* b} f \mathrm{~d} \alpha=\int_{a}^{* b} g \mathrm{~d} \beta, \quad \int_{* a}^{b} f \mathrm{~d} \alpha=\int_{* a}^{b} g \mathrm{~d} \beta .
$$

Corollary 6.49. In the special case when $\alpha=\mathrm{id}$ and $\beta=\varphi$ is differentiable such that $\varphi^{\prime} \in \mathcal{R}$, we obtain the transformation formula

$$
\int_{A}^{B}(f \circ \varphi)(y) \varphi^{\prime}(y) \mathrm{d} y=\int_{\varphi(A)}^{\varphi(B)} f(x) \mathrm{d} x
$$

### 6.4 Riemann integration and differentiation

Theorem 6.50 (Intermediate value theorem of integration). Let $f:[a, b] \rightarrow$ $\mathbb{R}$ continuous and $g:[a, b] \rightarrow \mathbb{R}$ Riemann integrable with $g \geq 0$. Then there exists $p \in[a, b]$ such that

$$
\int_{a}^{b} f(x) g(x) \mathrm{d} x=f(p) \int_{a}^{b} g(x) \mathrm{d} x
$$

Proof. Since $f$ is continuous on the compact interval $[a, b]$, there exist $m, M \in \mathbb{R}$ such that $\mathrm{R}(f)=[m, M]$ (Theorem 5.24 and Theorem 5.30). It follows that $m g \leq$ $f g \leq M g$ because $g \geq 0$. By Theorem 6.45 we obtain

$$
m \int_{a}^{b} g(x) \mathrm{d} x \leq \int_{a}^{b} f(x) g(x) \mathrm{d} x \leq M \int_{a}^{b} g(x) \mathrm{d} x .
$$

Hence there exists an $\mu \in[m, M]$ such that

$$
\mu \int_{a}^{b} g(x) \mathrm{d} x=\int_{a}^{b} f(x) g(x) \mathrm{d} x .
$$

By the mean value theorem (Theorem 6.24) there exists a $p \in[a, b]$ such that $f(p)=\mu$.

Notation 6.51. If $f:[a, b] \rightarrow \mathbb{R}$ is Riemann integrable, we set

$$
\int_{a}^{a} f(x) \mathrm{d} x:=0, \quad \int_{b}^{a} f(x) \mathrm{d} x:=-\int_{a}^{b} f(x) \mathrm{d} x .
$$

Theorem 6.52. Let $f:[a, b] \rightarrow \mathbb{R}$ Riemann integrable. Let

$$
F_{a}(x):=\int_{a}^{x} f(t) \mathrm{d} t, \quad t \in[a, b] .
$$

Then $F_{a}$ is continuous in $[a, b]$. If $f$ is continuous in $x_{0} \in[a, b]$, then $F_{a}$ is differ entiable in $x_{0}$ and

$$
F_{a}^{\prime}\left(x_{0}\right)=f\left(x_{0}\right) .
$$

Proof. Since $f$ is integrable, it is bounded in $[a, b]$. Let $M \geq|f|$ and $x<y \in[a, b]$. Then the continuity of $F_{a}$ follows from

$$
\left|F_{a}(x)-F_{a}(y)\right|=\left|\int_{x}^{y} f(t) \mathrm{d} t\right| \leq \int_{x}^{y}|f(t)| \mathrm{d} t \leq M|y-x|
$$

Now assume that $f$ is continuous in $x_{0} \in[a, b]$ and let $\varepsilon>0$. Then there exists a $\delta>0$ such that

$$
\left|x_{0}-x\right|<\delta \Longrightarrow\left|f\left(x_{0}\right)-f(x)\right|<\varepsilon, \quad x \in[a, b] .
$$

Theorem 6.46 implies for $x \in\left[x_{0}, x_{0}+\delta\right] \cap[a, b]$ :

$$
\begin{aligned}
\left|\frac{F_{a}(x)-F_{a}\left(x_{0}\right)}{x-x_{0}}-f\left(x_{0}\right)\right| & =\frac{1}{x-x_{0}}\left|\int_{x_{0}}^{x} f(x)-f\left(x_{0}\right) \mathrm{d} x\right| \\
& \leq \frac{1}{x-x_{0}} \int_{x_{0}}^{x} \underbrace{\left|f(x)-f\left(x_{0}\right)\right|}_{<\varepsilon} \mathrm{d} x<\varepsilon .
\end{aligned}
$$

Analogously for $x \in\left[x_{0}-\delta, x_{0}\right] \cap[a, b]$.
The proof shows that $F_{a}$ is even Lipschitz continuous.
Definition 6.53. Let $f:[a, b] \rightarrow \mathbb{R}$ Riemann integrable. A differentiable function $F:[a, b] \rightarrow \mathbb{R}$ is called an antiderivative of $f$ if

$$
F^{\prime}(x)=f(x), \quad x \in[a, b] .
$$

In this case we write

$$
F(x)=\int f(x) \mathrm{d} x
$$

Proposition 6.54. Let $f:[a, b] \rightarrow \mathbb{R}$ Riemann integrable and $F$ an antiderivative of $f$. Then $G:[a, b] \rightarrow \mathbb{R}$ is an antiderivative of $f$ if and only if $F-G=$ const.

Proof. Assume that $F-G \equiv c \in \mathbb{R}$. Then $G$ is differentiable and $G^{\prime}=F^{\prime}=f$. Now assume that $G$ is an antiderivative of $f$. Then $(F-G)^{\prime}=f-f=0$. Therefore $F-G=$ const. by Theorem 6.15.

Theorem 6.55 (Fundamental theorem of calculus). Let $f:[a, b] \rightarrow \mathbb{R}$ continuous and $F:[a, b] \rightarrow \mathbb{R}$ an antiderivative of $f$. Then

$$
\int_{a}^{b} f(t) \mathrm{d} t=F(b)-F(a) .
$$

Proof. Let $F_{a}$ be the antiderivative of $f$ defined in Theorem 6.52. By Proposition 6.54 there exists a constant $c$ such that $F=F_{a}-c$, hence

$$
F(b)-F(a)=(F(b)-c)-(F(a)-c)=F_{a}(b)-F_{a}(a)=\int_{a}^{b} f(t) \mathrm{d} t
$$

Corollary 6.56. If $F:[a, b] \rightarrow \mathbb{R}$ is continuously differentiable, then

$$
F(x)=F(a)+\int_{a}^{x} F^{\prime}(t) \mathrm{d} t .
$$

The fundamental theorem implies two methods to find the integral of a given function.

Theorem 6.57 (Substitution rule). Let $f:[a, b] \rightarrow \mathbb{R}$ continuous, $\varphi:[A, B] \rightarrow$ $[a, b]$ continuously differentiable. Then

$$
\int_{A}^{B}(f \circ \varphi)(y) \varphi^{\prime}(y) \mathrm{d} y=\int_{a}^{b} f(x) \mathrm{d} x
$$

Proof. Let $F$ be an antiderivative of $f$. Then $F \circ \varphi$ is an antiderivative of $(f \circ \varphi) \varphi^{\prime}$ because by the chain rule

$$
(F \circ \varphi)^{\prime}(y)=F^{\prime}(\varphi(y)) \varphi^{\prime}(y),=f(\varphi(y)) \varphi^{\prime}(y), \quad y \in[A, B] .
$$

The Fundamental Theorem of Calculus implies

$$
\begin{aligned}
\int_{A}^{B}(f \circ \varphi)(y) \varphi^{\prime}(y) \mathrm{d} y & =(F \circ \varphi)(B)-(F \circ \varphi)(A)=F(\varphi(B))-F(\varphi(A)) \\
& =\int_{\varphi(A)}^{\varphi(B)} f(x) \mathrm{d} x .
\end{aligned}
$$

Corollary. Let $f:[a, b] \rightarrow \mathbb{R}$ continuous and $c \in \mathbb{R}$. Then
(i) $\int_{A+c}^{B+c} f(x) \mathrm{d} x=\int_{A}^{B} f(x+c) \mathrm{d} x \quad i f[A+c, B+c] \subseteq[a, b]$,
(ii) $\int_{c A}^{c B} f(x) \mathrm{d} x=\int_{A}^{B} f(c x) \mathrm{d} x \quad$ if $[c A, c B] \subseteq[a, b]$.

Theorem 6.58 (Integration by parts). Let $f, g:[a, b] \rightarrow \mathbb{R}$ be continuously differentiable. Then

$$
\int_{a}^{b} f^{\prime}(x) g(x) \mathrm{d} x+\int_{a}^{b} g^{\prime}(x) f(x) \mathrm{d} x=[f(x) g(x)]_{a}^{b} .
$$

Proof. The formula follows immediately from the Fundamental Theorem of Calculus because $f g$ is an antiderivative of $f^{\prime} g+f g^{\prime}$.

## Improper integrals

Until now, we considered integrals of bounded functions on bounded and closed intervals. Next we want to extend the integral also to functions that are defined on open or halfopen intervals and possibly unbounded.

Definition 6.59. Let $D \subseteq \mathbb{R}$ be an interval. A function $f: D \rightarrow \mathbb{R}$ is called locally Riemann integrable if for every compact interval $[\alpha, \beta] \subseteq[a, b]$ the restriction $\left.f\right|_{[\alpha, \beta]}$ is Riemann integrable. For a locally integrable function $f$ its improper integral $\int_{D} f \mathrm{~d} x$ of $f$ is defined by
(i) if $D=(a, b]$ : $\quad \int_{D} f \mathrm{~d} x=\lim _{t \backslash a} \int_{t}^{b} f(x) \mathrm{d} x \quad$ if the limit exists,
(ii) if $D=[a, b)$ analogously,
(iii) if $D=(a, b)$ : for arbitrary $c \in(a, b)$ :

$$
\int_{D} f \mathrm{~d} x=\lim _{t \backslash a} \int_{t}^{c} f(x) \mathrm{d} x=\lim _{t / b} \int_{c}^{t} f(x) \mathrm{d} x \quad \text { if both limits exist. }
$$

Remark. (i) If $f$ is Riemann integrable then its Riemann integral and its improper Riemann integral are equal. Therefore we use the notation $\int_{a}^{b} f(x) \mathrm{d} x$ also for improper integrals.
(ii) The properties of Theorem 6.45 hold also for improper integrals. In particular, the definition in (iii) does not depend on the chosen $c$.

Examples 6.60. (i) $\int_{1}^{\infty} \frac{1}{x^{s}} \mathrm{~d} x= \begin{cases}\frac{1}{s-1}, & s>1, \\ \text { diverges to } \infty, & s \leq 1 .\end{cases}$
Proof. For $\beta>1$ and $s \neq 1$ we have that

$$
\int_{1}^{\beta} \frac{1}{x^{s}} \mathrm{~d} x=\left[\frac{1}{-s+1} x^{-s+1}\right]_{1}^{\beta}=\frac{\beta^{-s+1}-1}{-s+1} \xrightarrow{\beta \rightarrow \infty} \begin{cases}\frac{1}{s-1}, & -s+1<0, \\ \infty, & -s+1>0 .\end{cases}
$$

For $s=1$ we find $\int_{1}^{\beta} \frac{1}{x^{s}} \mathrm{~d} x=[\ln x]_{1}^{\beta}=\ln \beta \rightarrow \infty$ for $\beta \rightarrow \infty$.
(ii) $\quad \int_{0}^{1} \frac{1}{x^{s}} \mathrm{~d} x= \begin{cases}\frac{1}{1-s}, & s<1, \\ \text { diverges to } \infty, & s \geq 1 .\end{cases}$

Proof. Analogously as in (i).
(iii) $\int_{-\infty}^{\infty} \frac{1}{1+x^{2}} \mathrm{~d} x=\pi$.

Proof. Let $c \in \mathbb{R}$ arbitrary. For $a<c$ and $b>c$ we have that

$$
\begin{aligned}
& \int_{c}^{b} \frac{1}{1+x^{2}} \mathrm{~d} x=\left.\arctan x\right|_{c} ^{b}=\arctan b-\arctan c \xrightarrow{b \rightarrow \infty} \frac{\pi}{2}-\arctan c \\
& \int_{a}^{c} \frac{1}{1+x^{2}} \mathrm{~d} x=\left.\arctan x\right|_{a} ^{c}=\arctan c-\arctan a \xrightarrow{a \rightarrow-\infty} \arctan c-\frac{\pi}{2} .
\end{aligned}
$$

Therefore the improper integral exists and

$$
\int_{-\infty}^{\infty} \frac{1}{1+x^{2}} \mathrm{~d} x=\frac{\pi}{2}-\arctan c+\arctan c-\frac{\pi}{2}=\pi .
$$

Proposition 6.61. Let $-\infty \leq a<b \leq \infty$ and $f:(a, b) \rightarrow \mathbb{R}$ such that the improper integral $\int_{a}^{b}|f(x)| \mathrm{d} x$ converges. Then also $\int_{a}^{b} f(x) \mathrm{d} x$ converges.
Proof. Let $c \in(a, b)$. We use apply the Cauchy criterion for convergence of a con tinuous function (see Theorem 5.15) to the continuous function $F(x):=\int_{c}^{x} f(t) \mathrm{d} t$. For arbitrary $\alpha<\beta \in(a, b)$ it follows that
$|F(\beta)-F(\alpha)|=\left|\int_{\alpha}^{\beta} f(t) \mathrm{d} t\right| \leq \int_{\alpha}^{\beta}|f(t)| \mathrm{d} t \rightarrow 0 \quad$ if $\alpha, \beta \rightarrow a$ or $\alpha, \beta \rightarrow b . \quad \square$

Proposition 6.62 (Monotone convergence). Let $f:[a, b) \rightarrow \mathbb{R}$ be a positive Riemann integrable function. Then $\int_{a}^{b} f \mathrm{~d} t$ converges if and only if $f$ is bounded.

Proof. For $x \in[a, b)$ let $F(x)=\int_{a}^{x} f \mathrm{~d} t$ and set $s=\sup \{F(x): x \in[a, b)\}$. If $s<\infty$, then for every $\varepsilon>0$ there exists an $x_{0} \in[a, b)$ such that $F\left(x_{0}\right)>s-\varepsilon$. Since $F$ is monotonically increasing it follows that $F(x) \in(s-\varepsilon, s)$ for all $x \geq x_{0}$ hence $\lim _{x \rightarrow b} F(x)=s$. If $s=\infty$, then it follows analogously that $\lim _{x \rightarrow b} F(x)=\infty$. $\square$

Theorem 6.63 (Integral test for convergence of series). Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a monotonically decreasing function. Then

$$
\sum_{n=1}^{\infty} f(n) \quad \text { converges } \quad \Longleftrightarrow \quad \int_{1}^{\infty} f(x) \mathrm{d} x \quad \text { converges. }
$$

Proof. Since $f$ is decreasing, it follows that

$$
f(k+1) \leq \int_{k}^{k+1} f(t) \mathrm{d} t \leq f(k), \quad k \in \mathbb{N}
$$

Summation from 1 to $n$ yields

$$
\sum_{k=2}^{n+1} f(k) \leq \int_{1}^{n+1} f(t) \mathrm{d} t \leq \sum_{k=1}^{n} f(k), \quad k \in \mathbb{N} .
$$

Therefore the series converges if and only if the integral converges.
Example 6.64. Let $s>1$. Since by Theorem 6.63

$$
\int_{1}^{\infty} x^{-s} \mathrm{~d} x<\sum_{n=1}^{\infty} n^{-s}<1+\int_{1}^{\infty} x^{-s} \mathrm{~d} x
$$

we have the chain of strict inequalities

$$
\frac{1}{s-1}<\sum_{n=1}^{\infty} n^{-s}<\frac{s}{s-1} .
$$

For $s>1$ let $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$. $\zeta$ is called the Riemann zeta function.
For series we could proof that the convergence of $\sum_{j=1}^{\infty} a_{n}$ implies that $a_{n} \rightarrow \infty$ for $n \rightarrow \infty$. For improper integrals, however, this is no longer true as the following example show.

## Example 6.65 (Fresnel integral).

$$
\int_{0}^{\infty} \sin \left(t^{2}\right) \mathrm{d} t=\lim _{b \rightarrow \infty} \int_{0}^{b} \sin \left(t^{2}\right) \mathrm{d} t=\lim _{b \rightarrow \infty} \frac{1}{2} \int_{0}^{b} \frac{\sin (u)}{\sqrt{u}} \mathrm{~d} u
$$

where we used the substitution $u=t^{2}$. To see that the integral converges we write $b=\pi n+s$ with $n \in \mathbb{N}$ and $s \in[0, \pi)$. Then

$$
\int_{0}^{b} \frac{\sin (u)}{\sqrt{u}} \mathrm{~d} u=\sum_{m=1}^{n} \int_{\pi(m-1)}^{\pi m} \frac{\sin (u)}{\sqrt{u}} \mathrm{~d} u+\int_{\pi m}^{\pi m+s} \frac{\sin (u)}{\sqrt{u}} \mathrm{~d} u .
$$

For $n \rightarrow \infty$, the sum sum converges by the Leibniz criterion for alternating series (Theorem 4.53) while the absolute value of the last integral is smaller than $\frac{\pi}{\sqrt{n}}$. There exist functions that are unbounded but whose integral is finite:

$$
\int_{0}^{\infty} 2 t \sin \left(t^{4}\right) \mathrm{d} t=\int_{0}^{\infty} \sin \left(u^{2}\right) \mathrm{d} u<\infty
$$

where we used the same substitution as above.



Figure 6.7: The function does not tend to zero, yet its integral is finite.

### 6.5 Differentiation and integration of sequences of

 functionsTheorem 6.66. For all $n \in \mathbb{N}$ let $f_{n}:[a, b] \rightarrow \mathbb{R}$ be continuous and assume that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformly. Then

$$
\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n}(x) \mathrm{d} x=\int_{a}^{b} \lim _{n \rightarrow \infty} f_{n}(x) \mathrm{d} x .
$$

Proof. Let $f$ be the uniform limit of $\left(f_{n}\right)_{n \in \mathbb{N}}$. Then $f$ is continuous by Theorem 5.40 and Riemann integrable by Theorem 6.41. Equation 6.24 follows from

$$
\begin{align*}
\left|\int_{a}^{b} f_{n} \mathrm{~d} x-\int_{a}^{b} f \mathrm{~d} x\right| & =\int_{a}^{b}\left|f_{n}-f\right| \mathrm{d} x \leq \int_{a}^{b}\left\|f_{n}-f\right\|_{\infty} \mathrm{d} x \\
& \leq(b-a)\left\|f_{n}-f\right\|_{\infty} .
\end{align*}
$$

Example 6.67. In Theorem 6.66 pointwise convergence of the $f_{n}$ is not enough For $n \in \mathbb{N}$ let

$$
f_{n}(x):= \begin{cases}2 n^{2} x, & 0 \leq x \leq \frac{1}{2 n}, \\ 2 n-2 n^{2} x, & \frac{1}{2 n}<x \leq \frac{1}{n} \\ 0, & x \geq \frac{1}{2 n}\end{cases}
$$

We saw in Example 5.35 and Exercise Exercise 8.3 that the sequence of functions converges pointwise to 0 . Obviously

$$
\int_{0}^{\infty} f(x) \mathrm{d} x=0 \quad \text { but } \quad \int_{0}^{\infty} f_{n}(x) \mathrm{d} x=\frac{1}{2}, \quad n \in \mathbb{N} .
$$

Remark. Theorem 6.66 implies that the integral is a continuous linear operator from the space of the continuous functions on $[a, b]$ to $\mathbb{R}$ :

$$
\int: \quad C([a, b], \mathbb{R}) \rightarrow \mathbb{R}, \quad f \mapsto \int_{a}^{b} f(t) \mathrm{d} t .
$$

Theorem 6.68. For all $n \in \mathbb{N}$ let $f_{n}:[a, b] \rightarrow \mathbb{R}$ be continuously differentiable and assume that the sequence of the derivatives $\left(f_{n}^{\prime}\right)_{n \in \mathbb{N}}$ converges uniformly and there exists a $p \in[a, b]$ such that $\left(f_{n}(p)\right)_{n \in \mathbb{N}}$ converges. Then the sequence $\left(f_{n}\right)_{n \in \mathbb{R}}$ converges pointwise to a continuously differentiable function $f:[a, b] \rightarrow \mathbb{R}$ and

$$
\begin{equation*}
f^{\prime}(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\lim _{n \rightarrow \infty} f_{n}\right)(x)=\lim _{n \rightarrow \infty} f_{n}^{\prime}(x), \quad x \in[a, b] . \tag{6.25}
\end{equation*}
$$

Proof. Note that if the $f_{n}$ converge uniformly, then the restrictions $\left.f_{n}\right|_{D}$ to any subinterval $D \subseteq[a, b]$ also converges uniformly. For all $n \in \mathbb{N}$ and $x \in[a, b]$ we have that $f_{n}(x)=\int_{p}^{x} f_{n}^{\prime}(t) \mathrm{d} t$, therefore we can define $f$ as the pointwise limit of the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ by

$$
f(x):=\lim _{n \rightarrow \infty} f_{n}(p)+\lim _{n \rightarrow \infty} \int_{p}^{x} f_{n}(t)^{\prime} \mathrm{d} t=\lim _{n \rightarrow \infty} f_{n}(p)+\int_{p}^{x} \lim _{n \rightarrow \infty} f_{n}(t)^{\prime} \mathrm{d} t
$$

where the last equality follows from Theorem 6.66. Therefore, $f$ is a continuously differentiable function and satisfies (6.25)

Note that in the preceding theorem all assumptions are necessary. For example, the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ defined by

$$
f_{n}(x)=\frac{\sin (n x)}{n}, \quad x \in \mathbb{R}
$$

converges uniformly to 0 , but the sequence of its derivatives $f_{n}^{\prime}(x)=\cos (n x)$ does not even converge pointwise.

Corollary 6.69. Let $f$ be defined by a power series $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ with radiu of convergence $R$. Then the formal integral and the formal derivative of $f$

$$
\sum_{n=1}^{\infty} n c_{n}(x-a)^{n-1} \quad \text { and } \quad \sum_{n=0}^{\infty} \frac{c_{n}}{n+1}(x-a)^{n+1}
$$

have the same radius of convergence $R$ and are power series representations of $f^{\prime}$ and $\int f \mathrm{~d} x$, respectively, in $B_{R}(a)$.

Proof. The assertion about the radius of convergence follows easily from Theorem 5.45. All other assertions follow from Theorem 6.66 and Theorem 6.68.

Example 6.70. The power series representation of $\ln (1+x)$ is

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{(-)^{n+1}}{n} x^{n}, \quad|x|<1, \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln (2)=1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5} \mp \cdots \tag{6.27}
\end{equation*}
$$

The first formula follows because for $|x|<1$ we have

$$
\ln (1+x)=\int_{1}^{x} \frac{1}{1+t} \mathrm{~d} t=\int_{1}^{x} \sum_{n=0}^{\infty}(-t)^{n} \mathrm{~d} t=\sum_{n=0}^{\infty} \int_{1}^{x}(-t)^{n} \mathrm{~d} t=\sum_{n=0}^{\infty} \frac{(-)^{n} t^{n+1}}{n+1} .
$$

Since the logarithm is continuous at $x+1=2$ and the series (6.26) converges also for $x=1$, formula (6.27) follows from Abel's theorem (Theorem 5.48).

Definition 7.1. Let $D \subseteq \mathbb{R}$ an interval, $f: D \rightarrow \mathbb{R} n$-times differentiable at some $p \in D$. Then the polynomial

$$
\begin{equation*}
j_{p}^{n} f(t):=\sum_{k=0}^{n} \frac{f^{[k]}(p]}{k!} t^{k} \tag{7.3}
\end{equation*}
$$

is called the $n$th Taylor polynomial (or the $n$-jet) of $f$ at $p$. If $f \in C^{\infty}(D)$ (i. e., if $f$ is arbitrarily often differentiable), then the power series

$$
\begin{equation*}
j_{p}^{\infty} f(t):=j_{p} f(t):=\sum_{k=0}^{\infty} \frac{f^{[k]}}{k!} t^{k} \tag{7.4}
\end{equation*}
$$

is the Taylor series (or jet) of $f$ at $p$. For $n \in \mathbb{N}$ and $x \in D$ we define the remainder term

$$
\begin{equation*}
R_{n}(x):=f(x)-j_{p}^{n} f(x-p), \tag{7.5}
\end{equation*}
$$

Remark 7.2. - $\quad f(x)=j_{p}^{n} f(x-p)+R_{n}(x), \quad n \in \mathbb{N}, x \in D$,

- $f^{[k]}(p)=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} j_{p}^{n} f(0), \quad 0 \leq k \leq n$,
- $R_{n}^{[k]}(p)=0, \quad 0 \leq k \leq n$,

Formula (7.5) is only the definition of the remainder term. This representation of $f$ is useful because $\left|R_{n}\right|$ can be expressed in terms of the ( $n+1$ )th derivative of $f$ (if it exists). Hence, when $f^{(n+1)}$ can be estimated, then the $n$th Taylor polynomial is a good approximation of $f$
Theorem 7.3 (Taylor's theorem). Let $D \subseteq \mathbb{R}$ and interval and $f \in C^{[n+1]}(D)$ (i.e., $f$ is $(n+1)$-times continuously differentiable in $D$ ), and let $p, x \in D$. Then

$$
f(x)=j_{p}^{n} f(x-p)+R_{n}(x)
$$

with

$$
\begin{equation*}
R_{n}(x)=\frac{1}{n!} \int_{p}^{x}(x-t)^{n} f^{[n+1]}(t) \mathrm{d} t \tag{7.6}
\end{equation*}
$$

Proof. We prove formula (7.6) by induction. Since $j_{p}^{n} f$ is a polynomial of degree less or equal to $n$, it follows that $f^{[n+1]}=R_{n}^{[n+1]}$. Note that

$$
R_{n}^{[n+1]}(p)=f^{[n+1]}(p) \quad \text { and } \quad R_{n}^{[k]}(p)=0, \quad 0 \leq k \leq n .
$$

Integration by parts yields

$$
\int_{p}^{x}(x-t)^{n} R_{n}^{[n+1]}(t) \mathrm{d} t=\left[(x-t)^{n} R_{n}^{[n]}(t)\right]_{t=p}^{x}+n \int_{p}^{x}(x-t)^{n-1} R_{n}^{[n]}(t) \mathrm{d} t .
$$

For $n \geq 1$ the term in brackets vanishes. Integrating the left hand side $n$-times by parts we obtain
$\int_{p}^{x}(x-t)^{n} R_{n}^{[n+1]}(t) \mathrm{d} t=n!\int_{p}^{x} R_{n}^{\prime}(t) \mathrm{d} t=n!\left(R_{n}(x)-R_{n}(p)\right)=n!R_{n}(x) . \quad \square$

Using the intermediate value theorem of integration (Theorem 6.50) it follows that there exists an $\xi$ between $x$ and $p$ such that

$$
R_{n}(x)=\frac{f^{[n+1]}(\xi)}{n!} \int_{p}^{x}(x-t)^{n} \mathrm{~d} t=\frac{f^{[n+1]}(\xi)}{(n+1)!}(x-p)^{n+1}
$$

For real valued functions the formula above is true even if $f^{[n+1]}$ is not continuous as the next theorem shows.

Theorem 7.4 (Lagrange form of the remainder term). Let $D \subseteq \mathbb{R}$ and interval and $f \in C^{[n]}(D)$ (i.e., $f$ is $n$-times continuously differentiable in $D$ ), and assume that $f^{[n]}$ is differentiable. For $p$ and $x \in D$ there exists $\xi$ between $p$ and $x$ (excluding $p$ and $x$ ) such that

$$
\begin{equation*}
R_{n}(x)=\frac{f^{[n+1]}(\xi)}{(n+1)!}(x-p)^{n+1} \tag{7.7}
\end{equation*}
$$

Proof. Let $x \in D$. For $x=p$ there is nothing to show. Now assume $x>p$. (The proof for $x<p$ is analogous.) By assumption $R_{n}$ (defined in (7.5)) is $(n+1)$ times differentiable on $D$. By the generalised mean value theorem (Theorem 6.24) there exist $p<\xi_{n+1}<\cdots<\xi_{1}<x$ such that

$$
\begin{aligned}
\frac{R_{n}(x)}{(x-p)^{n+1}} & =\frac{R_{n}(x)-R_{n}(p)}{(x-p)^{n+1}-0^{n+1}} & =\frac{1}{n+1} \frac{R_{n}^{\prime}\left(\xi_{1}\right)}{\left(\xi_{1}-p\right)^{n}} \\
& =\frac{1}{n+1} \frac{R_{n}^{\prime}\left(\xi_{1}\right)-R_{n}^{\prime}(p)}{\left(\xi_{1}-p\right)^{n}-0^{n}} & =\frac{1}{(n+1) n} \frac{R_{n}^{\prime \prime}\left(\xi_{2}\right)}{\left(\xi_{2}-p\right)^{n-1}} \\
& =\ldots & =\frac{1}{(n+1)!} \frac{R_{n}^{[n]}\left(\xi_{n}\right)}{\xi_{n}-p} \\
& =\frac{1}{(n+1)!} \frac{R_{n}^{[n]}\left(\xi_{n}\right)-R_{n}^{[n]}(p)}{\left(\xi_{n}-p\right)-0} & =\frac{1}{(n+1)!} \frac{R_{n}^{[n+1]}\left(\xi_{n+1}\right)}{1}=\frac{f^{[n+1]}\left(\xi_{n+1}\right)}{(n+1)!} .
\end{aligned}
$$

Setting $\xi=\xi_{n+1}$ shows (7.7).
Remark 7.5. Formula (7.6) is also true for complex functions $f$, but the Lagrange form (7.7) holds only for real valued functions $f$ (because the proof uses the generalized mean value theorem).
Definition 7.6. Let $X, Y$ normed vector spaces, $D \subseteq X, f, g: D \rightarrow Y$ and $p$ limit point of $D_{\frac{f}{g}}$. The Landau symbols O and o are defined by
(i) $f(x)=\mathrm{O}(g(x)), x \rightarrow p$, if

$$
\exists \delta>0 \quad \exists C>0 \quad \forall x \in D: \quad\|x-p\|<\delta \Longrightarrow\|f(x)\| \leq C\|g(x)\|,
$$

(ii) $f(x)=\mathrm{o}(g(x)), x \rightarrow p$, if $\lim _{x \rightarrow p} \frac{\|f(x)\|}{\|g(x)\|}=0$.

Using the Landau symbols, Theorem 7.4 says
$\left(f-R_{n}\right)(x)=\mathrm{O}\left((x-p)^{n+1}\right) \quad$ and $\quad\left(f-R_{n}\right)(x)=\mathrm{o}\left((x-p)^{n}\right) \quad$ for $\quad x \rightarrow p$,
that is, $f-R_{n}$ vanishes of order $(x-p)^{n}$ as $x \rightarrow p$.

Remark 7.7. The radius of convergence of the Taylor series of an arbitrarily often differentiable function can be 0 . If the Taylor series converges on an interval, it does not necessarily converge to $f$. But if $f$ has a power series representation, then it is its Taylor series. (See Exercise 13.4.)
The Taylor series of the exponential function and sin and cos are the power series given in Definition 5.49. Another important example is the binomial series.
Definition 7.8. For $\alpha \in \mathbb{R}$ and $k \in \mathbb{N}$ the generalised binomial coefficients are defined to be

$$
\binom{\alpha}{k}:=\frac{\alpha(\alpha-1) \cdots(\alpha-k+1)}{k!}, \quad\binom{\alpha}{0}:=1 .
$$

For $\alpha \in \mathbb{N}_{0}$ this definition coincide with Definition 2.18. As in the proof of Proposition 2.19 it can be shown that

$$
\binom{\alpha-1}{k-1}+\binom{\alpha-1}{k}=\binom{\alpha}{k} .
$$

Example 7.9. For $\alpha \in \mathbb{R}$

$$
\begin{equation*}
(1+x)^{\alpha}=\sum_{n=0}^{\infty}\binom{\alpha}{n} x^{n}, \quad|x|<1 . \tag{7.8}
\end{equation*}
$$

Proof. For $\alpha \in \mathbb{N}_{0}$, the assertion is already proved in Theorem 2.22. Now assume that $\alpha \notin \mathbb{N}_{0}$. The power series in (7.8) has radius of convergence $R=1$ because

$$
\left|\binom{\alpha}{n}\binom{\alpha}{n+1}^{-1}\right|=\left|\frac{n+1}{\alpha-n}\right| \rightarrow 1 \quad \text { for } n \rightarrow \infty
$$

Let $f(x)=\sum_{n=0}^{\infty}\binom{\alpha}{n} x^{n},|x|<1$. Then

$$
\begin{aligned}
& (1+x) f^{\prime}(x)=(1+x) \sum_{n=1}^{\infty} n\binom{\alpha}{n} x^{n-1}=(1+x) \sum_{n=1}^{\infty} \alpha\binom{\alpha-1}{n-1} x^{n-1} \\
& \quad=\alpha(1+x)\left(1+\sum_{n=2}^{\infty}\binom{\alpha-1}{n-1} x^{n-1}\right)=\alpha\left(1+\sum_{n=2}^{\infty}\left(\binom{\alpha-1}{n}+\binom{\alpha-1}{n-1}\right) x^{n}\right) \\
& \quad=\alpha\left(1+\sum_{n=1}^{\infty}\binom{\alpha}{n} x^{n}\right)=\alpha \sum_{n=0}^{\infty}\binom{\alpha}{n} x^{n}=\alpha f(x) .
\end{aligned}
$$

Let $\varphi(x)=\frac{f(x)}{(1+x)^{\alpha}},|x|<1$. By the result above we find that $\varphi$ is constant because

$$
\varphi^{\prime}(x)=\frac{(1+x)^{\alpha} f^{\prime}(x)-f(x) \alpha(1+x)^{\alpha-1}}{(1+x)^{2 \alpha}}=0 .
$$

Since $f(0)=1=(1+0)^{\alpha}$ it follows that $\varphi=1$, hence $f(x)=(1+x)^{\alpha},|x|<1$. $\square$ Special cases:
(i) $\alpha=-1: \quad(1+x)^{-1}=\sum_{k=0}^{\infty}\binom{-1}{k} x^{k}=\sum_{k=0}^{\infty}(-)^{k} x^{k} \quad$ (geometric series),
(ii) $\alpha=-2: \quad(1+x)^{-2}=\sum_{k=0}^{\infty}\binom{-2}{k} x^{k}=\sum_{k=0}^{\infty}(-)^{k}(k+1) x^{k}$,
(iii) $\alpha=\frac{1}{2}: \quad \sqrt{1+x}=\sum_{k=0}^{\infty}\binom{1 / 2}{k} x^{k}=1+\frac{1}{2} x-\frac{1}{2 \cdot 4} x^{2}+\frac{1 \cdot 3}{2 \cdot 4 \cdot 6} x^{3} \mp \cdots$,
(iv) $\alpha=-\frac{1}{2}$ : $\quad \frac{1}{\sqrt{1+x}}=\sum_{k=0}^{\infty}\binom{-1 / 2}{k} x^{k}=1-\frac{1}{2} x+\frac{1 \cdot 3}{2 \cdot 4} x^{2}-\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} x^{3} \pm \cdots$,

From (ii), for instance, it follows that

$$
\sqrt{2}=\sqrt{1+1}=1+\frac{1}{2}-\frac{1}{2 \cdot 4}+\frac{1 \cdot 3}{2 \cdot 4 \cdot 6}-\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6 \cdot 8} \pm .
$$

because the series converges converges also for $x=1$ by the Leibniz criterion (Theorem 4.53) and is equal to $\sqrt{2}$ by Abel's theorem (Theorem 5.48).

## Calculating with Taylor series

Example 7.10. $\lim _{x \rightarrow 0} \frac{1-\cos x}{x^{2}}=\frac{1}{2}$.
Proof. Let $f(x)=1-\cos (x)$. Since $f(0)=f^{\prime}(0)=0$ and $f^{\prime \prime}(0)=1$ it follows from equation (7.7) that $f(x)=\frac{1}{2} x^{2}+x^{3} \varphi(x)$ where $\varphi(x)$ is bounded by $\frac{1}{4!}\left\|f^{\prime \prime \prime}\right\|_{\infty}=\frac{1}{4!}$. Therefore

$$
\lim _{x \rightarrow 0} \frac{1-\cos x}{x^{2}}=\lim _{x \rightarrow 0}\left(\frac{1}{2}+x \varphi(x)\right)=\frac{1}{2}
$$

Note that the limit can also be found by applying l'Hospital's rule twice.
Theorem 7.11. Let $D \subseteq \mathbb{R}$ be an interval, $p \in D$ and $f, g: D \rightarrow \mathbb{R}$. If $f$ and $g$ are $n$-times differentiable in 0 then

$$
\begin{equation*}
j_{0}^{n}(f+g)=j_{0}^{n} f+j_{0}^{n} g, \quad j_{0}^{n}(f g)=j_{0}^{n}\left(j_{0}^{n} f \cdot j_{0}^{n} g\right) \tag{7.9}
\end{equation*}
$$

$$
\begin{aligned}
& \text { If } f, g \in C^{\infty}(D) \text {, then } \\
& \qquad j_{0}(f+g)=j_{0} f+j_{0} g, \quad j_{0}(f g)=j_{0} f \cdot j_{0} g \quad(\text { Cauchy product }) .
\end{aligned}
$$

Proof. The first formula in (7.9) follows immediately from the linearity of the differentiation (Theorem 6.8). For the second formula, we define $\tilde{f}$ and $\tilde{g}$ by

$$
f=j_{0}^{n} f+\tilde{f}, \quad g=j_{0}^{n} g+\widetilde{g}
$$

Obviously $\widetilde{f}^{[k]}(0)=0$ and $\widetilde{g}^{[k]}(0)=0$ for $0 \leq k \leq n$. It follows that

$$
f \cdot g=j_{0}^{n} f \cdot j_{0}^{n} g+\left(\widetilde{f} g+\widetilde{g} j_{0}^{n} f\right)
$$

Since the derivatives of order $0 \leq k \leq n$ of the terms in brackets are 0 , it follows that

$$
j_{0}^{n}(f \cdot g)=j_{0}^{n}\left(j_{0}^{n} f \cdot j_{0}^{n} g\right)
$$

Example 7.12. The Taylor series of $\frac{\ln (1+x)}{1+x}$ at 0 is $\sum_{n=1}^{\infty}(-)^{n+1}\left(\sum_{k=1}^{n} \frac{1}{k}\right) x^{n}$.

Proof. The Taylor series of $\ln (1+x)$ and $(1+x)^{-1}$ at 0 are for $|x|<1$

$$
(1+x)^{-1}=\sum_{n=0}^{\infty}(-)^{n} x^{n}, \quad \ln (1+x)=\int_{0}^{x}(1+t)^{-1} \mathrm{~d} t=\sum_{n=0}^{\infty} \frac{(-)^{n}}{n+1} x^{n+1}
$$

Therefore we obtain the desired Taylor series as the Cauchy product of the two series:

$$
\begin{align*}
\left(\sum_{n=0}^{\infty}(-)^{n} x^{n}\right)\left(\sum_{n=0}^{\infty} \frac{(-)^{n} x^{n+1}}{n+1}\right) & =-\sum_{n=1}^{\infty}\left(\sum_{k=0}^{n-1}(-)^{n-k} \cdot \frac{(-)^{k+1}}{k+1}\right) x^{n} \\
& =-\sum_{n=1}^{\infty}(-)^{n}\left(\sum_{k=1}^{n} \frac{1}{k}\right) x^{n}
\end{align*}
$$

Example 7.13. The function $\mathbb{R} \rightarrow \mathbb{R}, x \mapsto x(1+x-\cos x)$ has a local minimum at 0 .
Proof. The jets are

$$
j(1+x-\cos x)=x+\ldots \quad \Longrightarrow \quad j(x(1+x-\cos x))=x^{2}+\ldots
$$

so the function behaves locally like $x^{2}$ and has therefore a local minimum at 0 . $\square$
Example 7.14. Use the method of undetermined coefficients to find the Taylor series of tan at 0 .
Solution. We have to determine coefficients $a_{j}, j \in \mathbb{N}_{0}$ such that locally at 0

$$
j_{0} \tan x=\sum_{n=0}^{\infty} a_{n} x^{n} .
$$

Since $\tan (0)=0$ it follows that $a_{0}=0$. We know that $\tan ^{\prime}(x)=1+(\tan (x))^{2}$ and

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} x} \sum_{n=0}^{\infty} a_{n} x^{n} & =\sum_{n=1}^{\infty} n a_{n} x^{n-1}=\sum_{n=0}^{\infty}(n+1) a_{n+1} x^{n}, \\
1+\left(\sum_{n=0}^{\infty} a_{n} x^{n}\right)^{2} & =1+\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} a_{k} a_{n-k}\right) x^{n}
\end{aligned}
$$

Comparison of the coefficients yield the recursion formula for the $a_{n}$

$$
a_{0}=0, \quad a_{1}=1, \quad n a_{n}=\sum_{k=1}^{n-2} a_{k} a_{n-k-1}, \quad n \geq 2
$$

In particular, $a_{2 n}=0$ for all $n \in \mathbb{N}_{0}$.
The following theorem generalises the chain rule.
Theorem 7.15. Let $D_{f}, D_{g} \subseteq \mathbb{R}$ be intervals, $f: D_{f} \rightarrow \mathbb{R}$ and $g: D_{g} \rightarrow \mathbb{R}$ $n$-times differentiable functions such that $f\left(D_{f}\right) \subseteq D_{g}$. Moreover let $p \in D_{f}$ and $q:=f(p) \in D_{g}$. Then

$$
j_{p}^{n}(g \circ f)=j_{0}^{n}\left(\left(j_{q}^{n} g\right) \circ\left(j_{p}^{n} f-q\right)\right) .
$$

If $f$ and $g$ are arbitrarily often differentiable, then

$$
j_{p}(g \circ f)=j_{0}\left(\left(j_{q} g\right) \circ\left(j_{p} f-q\right)\right) .
$$

Proof. Without restriction, we can assume $p=q=0$. If $g$ is a polynomial, then the assertion follows from Theorem 7.11. If $g$ is not a polynomial then we define $\widetilde{g}$ by $g=j_{0}^{n} g+\widetilde{g}$. We obtain

$$
\begin{aligned}
j_{0}^{n}(g \circ f) & =j_{0}^{n}\left(\left(j_{0}^{n} g\right) \circ f+\widetilde{g} \circ f\right)=j_{0}^{n}\left(\left(j_{0}^{n} g\right) \circ f\right)+\underbrace{j_{0}^{n}(\widetilde{g} \circ f)}_{\text {broduct and chain rule }} \\
& =j_{0}^{n}\left(\left(j_{0}^{n} g\right) \circ j_{0}^{n} f\right) .
\end{aligned}
$$

Example 7.16. The fourth Taylor polynomial of $f(x)=\cos \left(1-\frac{1}{1+x^{2}}\right)$ is $1-\frac{1}{2} x^{4}$. Proof. Using the power series representation of the cosine (Definition 5.49) and the geometric series to represent $\frac{1}{1+x^{2}}$ as a power series, we find

$$
j_{0}^{4} \cos (x)=1-\frac{1}{2} x^{2}+\frac{1}{24} x^{4}, \quad j_{0}^{4}\left(1-\frac{1}{1+x^{2}}\right)=-x^{2}+x^{4}
$$

Therefore we obtain

$$
\begin{align*}
j_{0}^{4} f(x) & \left.=j_{0}^{4}\left(1-\frac{1}{2}\left(-x^{2}+x^{4}\right)^{2}\right)+\frac{1}{24}\left(-x^{2}+x^{4}\right)^{4}\right) \\
& =j_{0}^{4}\left(1-\frac{1}{2}\left(x^{4}+\text { higher order term }\right)+\frac{1}{24}(\text { higher order term })\right) \\
& =1-\frac{1}{2} x^{4} .
\end{align*}
$$

### 7.2 Construction of differentiable functions

Definition 7.17. Let $D \subseteq \mathbb{R}$ an open interval and $f: D \rightarrow \mathbb{R}$. Then $f$ is called analytic if for every point $p \in D$ there exists a $\varepsilon>0$ such that $f$ has a convergent power series representation (centred in $p$ ) in $B_{\varepsilon}(p)$.

By definition, every analytic function is a $C^{\infty}$ function, but not every $C^{\infty}$ function is analytic as the following example shows:

## Theorem 7.18. The function

$$
\varphi: \mathbb{R} \rightarrow \mathbb{R}, \quad \varphi(x)= \begin{cases}\exp \left(-\frac{1}{x^{2}}\right), & x \neq 0, \\ 0, & x=0,\end{cases}
$$

lies in $C^{\infty}(\mathbb{R})$ and $\varphi^{[n]}(0)=0$ for all $n \in \mathbb{N}$. In particular, the Taylor series of $\varphi$ at 0 converges in all of $\mathbb{R}$ but it is equal to $\varphi$ only in the point 0 .

Proof. Step 1: For all $k \in \mathbb{N}_{0}$ exists a polynomial $P_{k}$ (of degree $n=3 k$ ) such that

$$
\varphi^{[k]}(x)=P_{k}\left(x^{-1}\right) \exp \left(-x^{-2}\right), \quad x \neq 0
$$

We prove the assertion by induction on $k$. It is clearly true for $k=0$. Assume now that we know the assertion already shown for some $k \in \mathbb{N}_{0}$. Then we find that

$$
\begin{aligned}
\varphi^{[k+1]}(x) & =\frac{\mathrm{d}}{\mathrm{~d} x}\left(P_{k}\left(x^{-1}\right) \exp \left(-x^{-2}\right)\right) \\
& =(\underbrace{-x^{-2} P_{k}^{\prime}\left(x^{-1}\right)+2 x^{-3} P_{k}\left(x^{-1}\right)}_{:=P_{k+1}\left(x^{-1}\right)}) \exp \left(-x^{-2}\right) .
\end{aligned}
$$

Obviously, $P_{k+1}$ is a polynomial in $x^{-1}$ of degree $\operatorname{deg}\left(P_{k+1}\right)=\operatorname{deg}\left(P_{k}\right)+3=3(k+1)$ Step 2: $\lim _{x \rightarrow 0} x^{-k} \exp \left(-x^{-2}\right)=0$ for all $k \in \mathbb{N}_{0}$. We show the assertion by induction


Figure 7.1: The non-analytic $C^{\infty}$ function $\varphi$ (see Theorem 7.18). Although the plot gives another impression, $\varphi$ has an isolated global minmum at 0 .
on $k$. It clearly holds for $k=0$. For $k=1$ it follows by l'Hospital's rule:

$$
\lim _{x \rightarrow 0} x^{-1} \mathrm{e}^{-\frac{1}{x^{2}}}=\lim _{x \rightarrow 0} \frac{x^{-1}}{\mathrm{e}^{\frac{1}{x^{2}}}}=\lim _{x \rightarrow 0} \frac{-x^{-2}}{-2 x^{-3} \mathrm{e}^{\frac{1}{x^{2}}}}=\lim _{x \rightarrow 0} x \mathrm{e}^{-\frac{1}{x^{2}}}=0 .
$$

Now assume that the assertion holds for all $0 \leq k \leq n$ for some $n \in \mathbb{N}_{0}$. Then again with the help of l'Hospital's rule and the induction hypothesis, we obtain

$$
\begin{aligned}
\lim _{x \rightarrow 0} x^{-n-1} \mathrm{e}^{-\frac{1}{x^{2}}} & =\lim _{x \rightarrow 0} \frac{x^{-n-1}}{\mathrm{e}^{\frac{1}{x^{2}}}}=\lim _{x \rightarrow 0} \frac{-(n+1) x^{-n-2}}{-2 x^{-3} \mathrm{e}^{\frac{1}{x^{2}}}} \\
& =\frac{n+1}{2} \lim _{x \rightarrow 0} x^{-(n-1)} \mathrm{e}^{-\frac{1}{x^{2}}}=0
\end{aligned}
$$

Step 3: All derivatives of $\varphi$ in 0 exist and $\varphi^{[k]}(0)=0$ for all $k \in \mathbb{N}_{0}$ Again, the assertion is proved by induction. For $k=0$ the assertion follows directly from the definition of $\varphi$. If $k=1$ then

$$
\varphi^{[k]}(0)=\varphi^{\prime}(0)=\lim _{x \rightarrow 0} \frac{\varphi(x)-\varphi(0)}{x-0}=\lim _{x \rightarrow 0} \frac{\varphi(x)}{x}=\lim _{x \rightarrow 0} x^{-1} \exp \left(-x^{-2}\right)=0
$$

Assume that the assertion is true for some $k \in \mathbb{N}$. Then, by induction hypothesis and the results of step 1 and step 2 ,

$$
\begin{aligned}
\varphi^{[k+1]}(0) & =\lim _{x \rightarrow 0} \frac{\varphi^{[k]}(x)-\varphi^{[k]}(0)}{x-0}=\lim _{x \rightarrow 0} \frac{\varphi^{[k]}(x)}{x} \\
& =\lim _{x \rightarrow 0} x^{-1} P_{k}\left(x^{-1}\right) \exp \left(-x^{-2}\right)=0 .
\end{aligned}
$$

It follows that all coefficients of the Taylor series of $\varphi$ in 0 are 0 , therefore its radius of convergence is $\infty$. Since $\varphi(x)=0$ if and only if $x=0$ it follows that $\varphi(x)=j_{0}^{\infty} \varphi(x)$ if and only if $x=0$.

Theorem 7.19. Let $r, \varepsilon>0$. Then there exists a function $\psi \in C^{\infty}(\mathbb{R})$ such that $0 \leq \psi \leq 1$ and

$$
\psi(x)=1 \Longleftrightarrow|x| \leq r, \quad \psi(x)=0 \Longleftrightarrow|x| \geq r+\varepsilon .
$$

Proof. We use the function $\varphi$ from Theorem 7.18 to construct $\psi$. First we define the function

$$
\mu: \mathbb{R} \rightarrow \mathbb{R}, \quad \mu(x)= \begin{cases}\mathrm{e}^{-\frac{1}{x^{2}}}, & x>0, \\ 0, & x \leq 0,\end{cases}
$$



By the theorem above, $\mu \in C^{\infty}(\mathbb{R})$ (but it is not analytic in 0 ). Next we define

$$
\mu_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}, \quad \mu_{\varepsilon}(x)=\frac{\mu(x)}{\mu(x)+\mu(\varepsilon-x)} .
$$

The function $\mu_{\varepsilon}$ satisfies $0 \leq \mu_{\varepsilon} \leq 1$ and

$$
\mu_{\varepsilon}(x)=0 \Longleftrightarrow x \leq 0, \quad \mu_{\varepsilon}(x)=1 \Longleftrightarrow x \geq \varepsilon
$$

Finally,

$$
\psi: \mathbb{R} \rightarrow \mathbb{R}, \quad \psi(x)=1-\mu_{\varepsilon}(|x|-r)
$$

has the desired properties (note that $\psi$ is differentiable of arbitrary order at 0 because it is locally constant at 0 ).

The existence of a function as in Theorem 7.19 implies that if a function is known only locally at a point, nothing can be deduced about the global behaviour of the function.
For instance, let $f, g$ be arbitrary functions on $\mathbb{R}$ and $\psi$ as in Theorem 7.19. Let

$$
h=(1-\psi) f+\psi g
$$

Then $h(x)=f(x)$ for $|x| \geq r+\varepsilon$ and $h(x)=g(x)$ for $|x| \leq r$.
The next theorem says that every power series is the Taylor series of a $C^{\infty}$ function Of course, the radius of convergence may be 0 and the Taylor series does not need to represent anywhere apart from the point in which we calculate the Taylor expansion.

Theorem 7.20 (Borel's theorem). Let $\left(c_{n}\right)_{n \in \mathbb{N}_{0}} \subseteq \mathbb{R}$. Then there exists a function $f \in C^{\infty}(\mathbb{R})$ such that

$$
j_{0} f(x)=\sum_{n=0}^{\infty} c_{n} x^{n} .
$$

Proof. Let $\psi$ be the function of Theorem 7.19 with $r=\varepsilon=\frac{1}{2}$. For $a \geq 1$ define

$$
\xi_{a}: \mathbb{R} \rightarrow \mathbb{R}, \quad \xi_{a}(x)=x \cdot \psi(a x)
$$

Then $-a^{-1} \leq \xi_{a} \leq a^{-1}$ and

$$
\xi_{a}(x)=x \Longleftrightarrow|a x| \leq \frac{1}{2}, \quad \xi_{a}(x)=0 \Longleftrightarrow|a x| \geq 1
$$

Note that $\xi_{a}(x)=x$ for $|x|$ sufficiently small. We construct $f$ as the series

$$
f(x)=\sum_{k=0}^{\infty} c_{k}\left(\xi_{a_{k}}(x)\right)^{k} .
$$

We have to show that the $a_{k}$ can be chosen such that for all $n \in \mathbb{N}_{0}$ the series of the formal derivatives is uniformly convergent. Then $f$ is arbitrarily often differentiable at 0 and the formal $n$th derivatives of $f$ equal its $n$th derivative (Theorem 6.68) That the Taylor series of $f$ equals the given power series is then clear because $\xi_{a_{k}}(x)=x$ locally at 0 .
Set $\xi:=\xi_{1}$. Since for all $k \in \mathbb{N}_{0}$ and all $n \in \mathbb{N}_{0}$ the function $\left(\xi^{k}\right)^{[n]}$ is arbitrarily often differentiable, it is bounded on the compact interval $[-1,1]$ (Theorem 5.30) Outside of the interval it is zero, therefore there exist constants $M_{n k}$ such that

$$
\left\|\left(\xi^{k}\right)^{[n]}\right\|_{\infty} \leq M_{n k} .
$$

For $a \geq$ the chain rule yields

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} \xi_{a_{k}}^{k}(x)=a_{k}^{n-k}\left(\xi^{k}\right)^{[n]}\left(a_{k} x\right), \quad k, n \in \mathbb{N}_{0}
$$

hence

$$
\left\|\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} \xi_{a_{k}}^{k}\right\|_{\infty} \leq a_{k}^{n-k} M_{n k}, \quad k, n \in \mathbb{N}_{0}
$$

For fixed $k \in \mathbb{N}_{0}$ we can find $a_{k}>1$ such that

$$
\left|c_{k}\right| a_{k}^{n-k} M_{n k}<2^{-k} \quad \text { for all } n \leq k
$$

Hence, for fixed $n \in \mathbb{N}_{0}$, we have that

$$
\left\|\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} c_{k} \xi_{a_{k}}^{k}\right\|_{\infty}<2^{-k} \quad \text { for all } k \geq n
$$

Therefore, the series of the formal derivatives of $f$ converges.

### 7.3 Dirac sequences

Definition 7.21. A Dirac sequence is a sequence of continuous functions $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ on $\mathbb{R}$ such that
(D1) $\delta_{n} \geq 0, \quad n \in \mathbb{N}$.
(D2) $\int_{-\infty}^{\infty} \delta_{n}(x) \mathrm{d} x=1, \quad n \in \mathbb{N}$.
(D3) For all $\eta, \varepsilon>0$ there exists an $N \in \mathbb{N}$ such that

$$
\int_{-\infty}^{-\eta} \delta_{n}(x) \mathrm{d} x+\int_{\eta}^{\infty} \delta_{n}(x) \mathrm{d} x<\varepsilon, \quad n \geq N .
$$

Example 7.22. Let $\delta: \mathbb{R} \rightarrow[0, \infty)$ an arbitrary Riemann integrable function such that $\int_{-\infty}^{\infty} \delta(x) \mathrm{d} x=1$. Then the sequence of functions $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ defined by

$$
\delta_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad \delta_{n}(x)=n \delta(n x)
$$

is a Dirac sequence.


Proof. Property (D1) is clear. Property (D2) follows with the substitution $t=n x$ :

$$
\int_{-\infty}^{\infty} \delta_{n}(x) \mathrm{d} x=\int_{-\infty}^{\infty} n \delta(n x) \mathrm{d} x=\int_{-\infty}^{\infty} \delta(t) \mathrm{d} t=1
$$

Let $\eta, \varepsilon>0$. Since $\delta$ is positive and integrable, there exists an $R>0$ such that $\int_{R}^{\infty} \delta(x) \mathrm{d} x<\frac{\varepsilon}{2}$. Therefore for $n \eta>R$ :

$$
\int_{\eta}^{\infty} \delta_{n}(x) \mathrm{d} x=\int_{\eta}^{\infty} n \delta(n x) \mathrm{d} x=\int_{n \eta}^{\infty} \delta(t) \mathrm{d} t<\frac{\varepsilon}{2} .
$$

Analogously for $\int_{-\infty}^{-\eta} \delta_{n}(x) \mathrm{d} x$.
Definition 7.23. Let $f, g: \mathbb{R} \rightarrow \mathbb{R}$ be integrable functions. Then the convolution $f * g$ of $f$ and $g$ is defined by

$$
f * g: \mathbb{R} \rightarrow \mathbb{R}, \quad(f * g)(x)=\int_{-\infty}^{\infty} f(t) g(x-t) \mathrm{d} t .
$$

Note that the convolution is commutative since the transformation $s=x-t$ yields

$$
(f * g)(x)=-\int_{\infty}^{-\infty} f(x-s) g(s) \mathrm{d} s=\int_{-\infty}^{\infty} f(x-s) g(s) \mathrm{d} s=(g * f)(x) .
$$

Theorem 7.24 (Dirac approximation). Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be bounded and locally integrable (i.e., for every compact set $K \subseteq \mathbb{R}$ the restriction $\left.f\right|_{K}$ is integrable). Let $K \subseteq \mathbb{R}$ a compact interval such that $\left.f\right|_{K}$ is continuous in $K$. Let $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ be a Dirac sequence and define

$$
f_{n}(x):=\left(\delta_{n} * f\right)(x)=\int_{-\infty}^{\infty} f(t) \delta_{n}(x-t) \mathrm{d} t=\int_{-\infty}^{\infty} f(x-t) \delta_{n}(t) \mathrm{d} t .
$$

Then $\left.\left.f_{n}\right|_{K} \rightarrow f\right|_{K}$ uniformly.

Proof. For the proof of the uniform convergence we have to estimate

$$
\begin{aligned}
f_{n}(x)-f(x) & =\int_{-\infty}^{\infty} f(x-t) \delta_{n}(t) \mathrm{d} t-f(x) \\
& =\int_{-\infty}^{\infty} f(x-t) \delta_{n}(t) \mathrm{d} t-\int_{-\infty}^{\infty} f(x) \delta_{n}(t) \mathrm{d} t \\
& =\int_{-\infty}^{\infty}(f(x-t)-f(x)) \delta_{n}(t) \mathrm{d} t
\end{aligned}
$$

independently of $x$ for $x \in K$. Let $\varepsilon>0$. Since $f$ is uniformly continuous on $K$ there exists a $\eta>0$ such that

$$
|t|<\eta, x \in D \quad \Longrightarrow \quad|f(x-t)-f(x)|<\varepsilon .
$$

(Note that $x-t$ does not necessarily belong to $K$.) By assumption, $f$ is bounded Let $M \in \mathbb{R}$ such that $|f|<M$ and choose $N \in \mathbb{N}$ such that

$$
\int_{-\infty}^{\eta} \delta_{n}(t) \mathrm{d} t+\int_{\eta}^{\infty} \delta_{n}(t) \mathrm{d} t<\frac{\varepsilon}{2 M},
$$

Then

$$
\left|f_{n}(x)-f(x)\right| \leq \int_{-\infty}^{-\eta}+\int_{-\eta}^{\eta}+\int_{\eta}^{\infty}|f(x-t)-f(x)| \delta_{n}(t) \mathrm{d} t .
$$

Since $|f(x-t)-f(x)|<2 M$ it follows that

$$
\int_{-\infty}^{-\eta}+\int_{\eta}^{\infty}|f(x-t)-f(x)| \delta_{n}(t) \mathrm{d} t<2 M \frac{\varepsilon}{2 M}=\varepsilon
$$

and $|f(x-t)-f(x)|<\varepsilon$ for $|x-t|<\eta$ implies

$$
\int_{-\eta}^{\eta}|f(x-t)-f(x)| \delta_{n}(t) \mathrm{d} t<\varepsilon .
$$

We have shown that $\left\|\left.f_{n}\right|_{K}-\left.f\right|_{K}\right\|_{\infty}<\varepsilon, n \geq N$. Since $\varepsilon$ was arbitrary, the theorem is proved.
In the proof we have used that there exists an $\eta>0$ such that $|f(x-t)-f(x)|<\varepsilon$ for all $x \in K$ and $|t|<\eta$. Such an $\eta$ can be found as the minimum of $\eta_{D}, \eta_{+}$and $\eta_{-}$where $\eta_{D}$ is such that $|f(x-t)-f(x)|<\varepsilon$ for all $x \in K$ and $|t|<\eta$ such that $\eta_{-}$where $\eta_{D}$ is such that $|f(x-t)-f(x)|<\varepsilon$ for all $x \in K$ and $|t|<\eta$ such that for all $y \in \mathbb{R}$ such that $|x-y|<\eta$ where $x_{ \pm}$are the endpoints of $K$.

Proposition 7.25. There exists a Dirac sequence $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ such that the restriction $\left.\delta_{n}\right|_{[-1,1]}$ are polynomials.

Proof. Define the sequence $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ by $\delta_{n}: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
\delta_{n}(x)=\left\{\begin{array}{ll}
c_{n}^{-1}\left(1-x^{2}\right)^{n}, & |x| \leq 1, \\
0, & |x|>1,
\end{array} \quad \text { where } \quad c_{n}:=\int_{-1}^{1}\left(1-x^{2}\right)^{n} \mathrm{~d} x .\right.
$$

Obviously, all $\delta_{n}$ are continuous on $\mathbb{R}, \delta_{n} \geq 0$ and $\int_{-\infty}^{\infty} \delta_{n}(x) \mathrm{d} x=1$. It remains to
show property (D3) of Dirac sequences. First we estimate the constants $c_{n}$ :

$$
c_{n}=2 \int_{0}^{1}\left(1-x^{2}\right)^{n} \mathrm{~d} x=2 \int_{0}^{1}(1+x)^{n}(1-x)^{n} \mathrm{~d} x \geq 2 \int_{0}^{1}(1-x)^{n} \mathrm{~d} x=\frac{2}{n+1} .
$$

Now for $0<\eta<1$

$$
\begin{aligned}
\int_{\eta}^{\infty} \delta_{n}(x) \mathrm{d} x & =\int_{\eta}^{1} c_{n}^{-1}\left(1-x^{2}\right)^{n} \mathrm{~d} x \leq \frac{n+1}{2} \int_{\eta}^{1}\left(1-\eta^{2}\right)^{n} \mathrm{~d} x \\
& =\frac{n+1}{2}\left(1-\eta^{2}\right)^{n}(1-\eta),
\end{aligned}
$$

which tends to 0 for $n \rightarrow \infty$. If $\eta \geq 1$ then $\int_{\eta}^{\infty} \delta_{n}(x) \mathrm{d} x=0$ by definition of $\delta_{n}$. $\square$
Theorem 7.26 (Weierstraß approximation theorem). A continuous function on a compact interval is the uniform limit of polynomials on the compact interval.
Proof. First we show the assertion for continuous functions $f$ such that

$$
f:[0,1] \rightarrow \mathbb{R}, \quad f(0)=f(1)=0 .
$$

We can extend $f$ continuously to $\mathbb{R}$ by setting $f(x)=0$ for $x \in \mathbb{R} \backslash[0,1]$. Let $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ as in Proposition 7.25. By Theorem 7.24 the sequence $f_{n}:=\delta_{n} * f$ converges to $f$ uniformly. We have to show that the restrictions $\left.f_{n}\right|_{[0,1]}$ polynomials. Since $\left.\delta_{n}\right|_{[-1,1]}$ are polynomials of degree $2 n$, there exists a representation

$$
\delta_{n}(x-t)=g_{0}(t)+g_{1}(t) x \cdots+g_{2 n}(t) x^{2 n}, \quad x, t \in[0,1] .
$$

Hence for all $x \in[0,1]$ :

$$
\begin{aligned}
f_{n}(x) & =\int_{-\infty}^{\infty} f(t) \delta_{n}(x-t) \mathrm{d} t=\int_{0}^{1} f(t) \delta_{n}(x-t) \mathrm{d} t \\
& =\int_{0}^{1} f(t)\left(g_{0}(t)+g_{1}(t) x \cdots+g_{2 n}(t) x^{2 n}\right) \mathrm{d} t=a_{0}+a_{1} x \cdots+a_{2 n} x^{2 n}
\end{aligned}
$$

with coefficients $a_{j}:=\int_{0}^{1} f(t) g_{j}(t) \mathrm{d} t$.
Now let $g:[a, b] \rightarrow \mathbb{R}$ an arbitrary continuous functions. Let $\varphi:[0,1] \rightarrow \mathbb{R}, \varphi(y)=$ $a+y(b-a)$, and define

$$
f:[0,1] \rightarrow \mathbb{R}, \quad f(x)=(g \circ \varphi)(x)-(g(a)-x(g(a)-g(b)) .
$$

By what we have prove so far, there exists a sequence $\left(P_{n}\right)_{n \in \mathbb{N}}$ of polynomials that converges uniformly to $f$. For $n \in \mathbb{N}$ and $x \in[a, b]$ define $Q_{n}(x):=P_{n}\left(\varphi^{-1}(x)\right)+$ $\left(g(a)-\varphi^{-1}(x)(g(a)-g(b))\right.$. Then $\left(Q_{n}\right)_{n \in \mathbb{N}}$ converges uniformly to $g$ on $[a, b]$. $\square$
The theorem can be generalised to the so-called Stone-Weierstraß theorem, see Theorem 8.38. (See [Rud76, Theorem 7.32]).

## Chapter 8

## Basic Topology

### 8.1 Topological spaces

Recall that a metric space $(X, d)$ is a set $X$ together with a function

$$
d: X \times X \rightarrow[0, \infty)
$$

such that $d(x, y)=d(y, x), d(x, y)=0 \Longleftrightarrow x=y$ and $d(x, y) \leq d(x, z)+d(z, y)$ for all $x, y, z \in X$. For arbitrary $r>0$ and $a \in X$ we defined
$B_{r}(a):=\{x \in X: d(a, x)<r\}=:$ open ball with centre at $a$ and radius $r$,
$K_{r}(a):=\{x \in X: d(a, x) \leq r\}=:$ closed ball with centre at $a$ and radius $r$.
If $Y \subseteq X$, then $\left(Y, d_{Y}\right)$ with $d_{Y}=\left.d\right|_{Y \times Y}$ is also a metric space. $d_{Y}$ is called the induced metric.
A sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is called convergent if there exists an $p \in X$ such that

$$
\forall \varepsilon>0 \quad \exists N \in \mathbb{N}: \quad n \geq N \Longrightarrow x_{n} \in B_{\varepsilon}(p) .
$$

A sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is called a Cauchy sequence if for every $\varepsilon>0$ there exists an $N \in \mathbb{N}$ such that

$$
m, n \geq N \quad \Longrightarrow \quad d\left(x_{m}, x_{n}\right)<\varepsilon .
$$



Figure 8.1: Examples for balls in the metric space $X$


Figure 8.2: ...and the induce balls in the subspace $Y$. (The right lower $X$-ball in the left picture does not induce a ball in $Y$ because it centre does not belong to $Y$.)

We showed that every convergent sequence sequence is a Cauchy sequence, but not every Cauchy sequence converges. A metric space in which every Cauchy sequence converges is called a complete metric space
Metric spaces are special cases of the more abstract concept of topological spaces.
Definition 8.1. A topological space $(X, \mathcal{O})$ is a set $X$ together with a subset $\mathcal{O} \subseteq$ $\mathbb{P}(X)$ of the power set of $X$ such that
(i) $X, \emptyset \in \mathcal{O}$.
(ii) $U_{1}, \ldots, U_{n} \in \mathcal{O} \Longrightarrow U_{1} \cap \cdots \cap U_{n} \in \mathcal{O}$.
(iii) $U_{\lambda} \in \mathcal{O}, \lambda \in \Lambda \Longrightarrow \bigcup_{\lambda \in \Lambda} U_{\lambda} \in \mathcal{O}$.
$\mathcal{O}$ is called the topology of $X$ and its members are called open sets of $X$.
By definition, $X$ and $\emptyset$ are open, the finite intersection of open sets is open, the arbitrary union of open sets is open.

Definition 8.2. Let $(X, \mathcal{O})$ be a topological space and let $p \in X$. A set $V$ is called a neighbourhood of $p$ if there exists an open set $U$ such that $p \in U \subseteq V$.

Lemma 8.3. Let $(X, \mathcal{O})$ be a topological space and $U \subseteq X$.
(i) $U$ is open if and only if for each $p \in U$ there exists an open set $V$ such that $p \in V \subseteq U$.
(ii) $U$ is open if and only if it is a neighbourhood of each $p \in U$.

Proof. (i) Assume that $U$ is open and let $p \in U$. Then we can choose $V=U$. Now assume that for each $p \in U$ there exists an open $V_{p}$ such that $p \in V_{p} \subseteq U$ Then $U=\bigcup_{p \in U} V_{p}$, hence $U$ is open as union of open sets.
(ii) Follows immediately from (i).

Definition 8.4. Let $(X, \mathcal{O})$ be a topological space and $Y \subseteq X$. Then $X$ induces subspace topology on $Y$ by

$$
U \subseteq Y \text { is open in } Y \quad \Longleftrightarrow \quad \exists V \in \mathcal{O}: U=V \cap Y .
$$

It is not hard to see that $Y$ with the induced topology is indeed a topological space.
Definition 8.5. A topological space ( $X, \mathcal{O}$ ) is called a Hausdorff space (or $T_{2}$ space) if for all $x, y \in X$ with $x \neq y$ there exist neighbourhoods $V_{x}$ of $x$ and $V_{y}$ of $y$ such that $V_{x} \cap V_{y}=\emptyset$.

Examples 8.6. (i) Let $X$ be an arbitrary set and define $\mathcal{O}=\{\emptyset, X\}$. Then $(X, \mathcal{O})$ is a topological space. It is Hausdorff if and only if $|X| \leq 1$.
(ii) Let $X$ be an arbitrary set and define $\mathcal{O}=\mathbb{P}(X)$. Then $(X, \mathcal{O})$ is a Hausdorf space.
(iii) Every subspace of a Hausdorff space is again a Hausdorff space.

The topology in example (i) is called the trivial topology, the topology in example (ii) is called the discrete topology.

Example 8.7 (Topology induced by a metric). Let ( $X, d$ ) be a metric space Then $d$ induces a topology on $X$ : a set $U \subseteq X$ is open if and only if

$$
\forall p \in U \quad \exists \varepsilon>0 \quad B_{\varepsilon}(p) \subseteq U .
$$

It can be shown (Exercise 14.2) that $X$ with the induced topology is indeed a topological space with the Hausdorff property, that the open balls are open sets and that the closed balls are closed sets (see Definition 8.8).

Whenever we speak of a metric space as a topological space, we refer to the topology induced by the metric. For example, the topology in $\mathbb{R}$ is generated by the open intervals. Note, however, that not every open set is an open interval.
Definition 8.8. Let $(X, \mathcal{O})$ be a topological space and let $A \subseteq X$. A point $p$ is called a boundary point of $A$ if for every neighbourhood $U_{p}$ of $p$

$$
A \cap U_{p} \neq \emptyset \quad \text { and } \quad(X \backslash A) \cap U_{p} \neq \emptyset
$$

The set of all boundary points of $A$ is denoted by $\partial A$.
The interior of $A$ is $A^{\circ}:=A \backslash \partial A$.
The closure of $A$ is $\bar{A}:=A \cup \partial A$.
The set $A$ is called closed if it contains all its boundary points (i. e. $\partial A \subseteq A$ ).
Note that a boundary point does not necessarily belong to $A$. For example, if $A$ is an open set, then $A \cap \partial A=\emptyset$.

Proposition 8.9. Let $(X, \mathcal{O})$ be a topological space. Then a subset $A \subseteq X$ is closed if and only if $X \backslash A$ is open.

Proof. Assume that $A$ is closed and let $p \in X \backslash A$. If every neighbourhood of $p$ would have non-empty intersection with $A$, then $p \in \partial A \subseteq A$ (note that every neighbourhood of $p$ contains $p \notin A$ ). Therefore there exists an neighbourhood of $p$ that has empty intersection with $A$, hence $X \backslash A$ is open.
Now assume that $X \backslash A$ is open and let $p \in X \backslash A$. Then there exists a neighbourhood $U$ of $p$ such that $U \cap A=\emptyset$, hence $p \notin \partial A$

It follows that $X$ and $\emptyset$ are closed, the finite union of closed sets is open, the arbitrary intersection of closed sets is open.

Remark 8.10. Let $X$ be a topological space and $Y \subseteq X$. Then a set $A \subseteq Y$ is closed in $Y$ if and only if there exists $B \subseteq X$ such that $B$ is closed in $X$ and $B \cap Y=A$.
Indeed, since $A$ is closed in $Y, Y \backslash A$ is open in $Y$, hence, by definition, there exists an $U \in X$, such that $U$ is open in $X$ and $U \cap Y=Y \backslash A$. Then $B:=X \backslash U$ is closed in $X$ and $B \cap Y=A$

Lemma 8.11 (de Morgan's laws). Let $X$ and $\Lambda$ be sets and $M_{\lambda} \subseteq X, \lambda \in \Lambda$ Then

$$
X \backslash \bigcup_{\lambda \in \Lambda} M_{\lambda}=\bigcap_{\lambda \in \Lambda}\left(X \backslash M_{\lambda}\right), \quad X \backslash \bigcap_{\lambda \in \Lambda} M_{\lambda}=\bigcup_{\lambda \in \Lambda}\left(X \backslash M_{\lambda}\right) .
$$

Proposition 8.12. Let $(X, \mathcal{O})$ be a topological space and $A \subseteq X$. Then $A^{\circ}$ is the union of all open sets that are contained in $A$ and $\bar{A}$ is the intersection of all closed subsets of $X$ that contain $A$

Corollary 8.13. (i) The interior of a set is open. $A$ is open if and only if $A^{\circ}=A$.
(ii) The closure of a set is closed. $A$ is closed if and only if $\bar{A}=A$.

Proof of Proposition 8.12. Let $B$ be the union of all open subsets of $A$. Then $B$ is open and we have to show that $B=A^{\circ}$.
If $p \in A^{\circ}$ there exists an open neighbourhood $U$ of $p$ that $U \cap(X \backslash A)=\emptyset$, that is, $p \in U \subseteq A$. In particular $p$ lies in the union of all open sets contained in $A$, so we have shown $A^{\circ} \subseteq B$.
Obviously, $B$ is open and contained in $A$, therefore, for each $p \in B$ there exists an open set $U$ such that $p \in U \subseteq B \subseteq A$, hence $p \in A^{\circ}$ which proves $B \subseteq A^{\circ}$.
The second part of the proposition follows from Proposition 8.9 and de Morgan's laws.

Note that there are sets that are neither closed nor open, for example $[0,1) \subseteq$ $\mathbb{R}$. Moreover, a set can be both closed and open, for examples, in a non-empty topological space with the discrete topology every set is open and closed.
Proposition 8.14. Let $(X, d)$ be a metric space with topology induced by the metric d. Let $A \subseteq X$. Then $p \in \bar{A}$ if and only if there exists a sequence $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq A$ that converges to $p$.

Proof. Assume that $p \in \bar{A}$. Then $B_{\frac{1}{n}}(p) \cap A \neq \emptyset$ for all $n \in \mathbb{N}$. In particular we can choose a sequence $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq A$ such that $d\left(a_{n}, p\right)<\frac{1}{n}$.
Now assume that $p \notin \bar{A}$. Since $X \backslash \bar{A}$ is open, there exists an $\varepsilon>0$ such that $B_{\varepsilon}(p) \cap A=\emptyset$, i. e.d $(a, x) \geq \varepsilon$ for all $a \in A$. Therefore there exists no sequence in $A$ that converges to $p$.

Definition 8.15. Let $(X, \mathcal{O})$ be a topological space and let $A \subseteq X$. A point $p \in X$ is called a limit point of $A$ if $U \cap(A \backslash\{p\}) \neq \emptyset$ for every neighbourhood $U$ of $p$. A set $A$ is called perfect if it contains all its limit points.

Definition 8.16. The set $A$ is said to be dense in $X$ if $\bar{A}=X$.
For example, $\mathbb{Q}$ is dense in $\mathbb{R}$.
Recall that a function $f: X \rightarrow Y$ between metric spaces is called continuous if and only if for every $\varepsilon>0$ and $p \in X$ there exists an $\delta>0$ such that $f\left(B_{\delta}(p)\right) \subseteq$ $B_{\varepsilon}(f(p))$, that is, the preimage of a neighbourhood of $f(p)$ is a neighbourhood of $p$.
Definition 8.17. A function $f: X \rightarrow Y$ between topological spaces is called continuous at $p \in X$ if and only if for every neighbourhood $U$ of $f(p)$ the set $f^{-1}(U)$ is a neighbourhood of $p$. The function $f$ is called continuous if it is continuous in every $p \in X$.

Proposition 8.18. A function $f: X \rightarrow Y$ is continuous if and only if preimages of open sets are open.
Proof. Assume that $f$ is continuous and let $V \subseteq Y$ be open. Let $p \in f^{-1}(V)$. Then $V$ is a neighbourhood of $f(p)$. Since $f$ is continuous, $f^{-1}(V)$ is a neighbourhood o $p$, hence it contains an open set $U$ such that $p \in U \subseteq f^{-1}(V)$. By Lemma 8.3 (i)
$f^{-1}(V)$ is open. $f^{-1}(V)$ is open
Now assume that $f^{-1}(V)$ is open for every open set $V \subseteq Y$. Let $p \in X$ and $V$ a neighbourhood of $f(p)$. Then $V$ contains an open neighbourhood $V^{\prime}$ of $f(p)$ and $f^{-1}\left(V^{\prime}\right)$ is open by assumption. Therefore $f^{-1}(V)$ contains a neighbourhood of $p$
which implies that $f$ is continuous in $p$.

If $X$ is a topological space, then id : $X \rightarrow X$ is continuous. Compositions of continuous functions are continuous.
Definition 8.19. A homeomorphism between two topological spaces $X$ and $Y$ is an bijective function $f: X \rightarrow Y$ such that both $f$ and $f^{-1}$ are continuous.
Note that in general the continuity of $f$ does not imply the continuity of $f^{-1}$. For example, $f: \mathbb{N} \rightarrow \mathbb{Q}, f(x)=x$ is continuous, $f^{-1}$ is not (when $\mathbb{N}$ carries the discrete topology and $\mathbb{Q}$ the topology induced by its metric).
Definition 8.20. Let $\left(X, \mathcal{O}_{X}\right)$ and $\left(Y, \mathcal{O}_{Y}\right)$ be topological spaces. Then we can define a topology $\mathcal{O}$ on $X \times Y$ as follows: A subset $W \subseteq X \times Y$ is called open if and only if it is the union of sets of the form $U \times V$ with $U$ open in $X$ and $V$ open in $Y$. Obviously, the projections

$$
\operatorname{pr}_{X}: X \times Y \rightarrow X, \quad(x, y) \mapsto x, \quad \operatorname{pr}_{Y}: X \times Y \rightarrow Y, \quad(x, y) \mapsto y
$$

## sarily true.

Proposition 8.25. Let $(X, d)$ be a metric space and $A \subseteq X$. Then $A$ is totally bounded if and only if every sequence in $A$ contains a Cauchy subsequence.

Proof. If $A=\emptyset$, then the assertion is clear.
Assume that $A$ is totally bounded and let $x=\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq A$. Since $A$ is totally bounded there exist $q_{1}, \ldots q_{n} \in X$ such that $A \subseteq \bigcup_{j=1}^{n} B_{1}\left(q_{j}\right)$. Therefore there exists in $j \in\{1, \ldots n\}$ and a subsequence $x_{1}=\left(x_{1, n}\right)_{n \in \mathbb{N}}$ of $x$ such that $x_{1} \subseteq B_{1}\left(p_{1}\right)$
(with $\left.p_{1}=q_{j}\right)$. By the same argument, applied to the sequence $x_{1}$, there exists a (with $p_{1}=q_{j}$ ). By the same argument, applied to the sequence $x_{1}$, there exists a $p_{2} \in A$ and a subsequence $x_{2}$ of $x_{1}$ such that $x_{2} \subseteq B_{\frac{1}{2}}\left(p_{2}\right)$. We can now choose inductively a sequence $\left(p_{j}\right)_{j \in \mathbb{N}} \subseteq X$ and a sequence of subsequences $x_{k}=\left(x_{k, n}\right)_{n \in \mathbb{N}}$ of $x$ such that $p_{1}$ and $x_{1}$ as chosen above, $x_{k} \subseteq B_{\frac{1}{k}}\left(p_{k}\right)$ and $x_{k+1}$ is a subsequence of $x_{k}$ for all $k \in \mathbb{N}$. Then the sequence $\left(x_{n, n}\right)_{n \in \mathbb{N}}$ is a subsequence of $x$ and, by construction, it is a Cauchy sequence.
Now assume that $A$ is not totally bounded. We will construct a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq$ $A$ that contains no Cauchy sequence. Since $A$ is not totally bounded there exists an $\varepsilon>0$ such that $A \nsubseteq \bigcup_{j=1}^{k} B_{\varepsilon}\left(p_{j}\right)$ for every finite sequence $\left(p_{j}\right)_{j=1}^{k} \subseteq A$. Choose $x_{1}$ arbitrary in $A$. By assumption on $A$, we can choose $x_{k} \in A$ inductively such that $x_{k+1} \notin \bigcup_{j=1}^{k} B_{\varepsilon}\left(x_{j}\right)$ and $A \nsubseteq \bigcup_{j=1}^{k+1} B_{\varepsilon}\left(x_{j}\right)$. By construction $d\left(x_{m}, x_{n}\right) \geq \varepsilon$ for all $m, n \in \mathbb{N}$, hence $\left(x_{n}\right)_{n \in \mathbb{N}}$ does not contain a Cauchy sequence.

Definition 8.26. A topological space $X$ is called sequentially compact if every sequence in $X$ contains a convergent subsequence.

The following is a generalisation of the Bolzano-Weierstraß theorem (Theorem 4.39). Note that it is true in an arbitrary topological space (not necessarily a metric space).

Theorem 8.27. Every compact metric space is sequentially compact.
Proof. Let $X$ be a compact metric space and $x=\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $X$. Assume that $x$ does not contain an convergent subsequence. Then for every $\varepsilon>0$ and every $y \in X$ the open ball $B_{\varepsilon}(y)$ contains only finitely many members of the sequence $x$. Since $X$ is compact there exist $y_{1}, \ldots, y_{n}$ such that $x \subseteq X \subseteq$
$\bigcup_{j=1}^{n} B_{\varepsilon}\left(y_{j}\right)$ implying that $x$ has only finitely many members.

Corollary 8.28. Let $(X, d)$ be a metric space and $A \subseteq X$ compact. Then $A$ is closed and totally bounded.


Figure 8.3: A sequentially compact metric space is compact (Theorem 8.29).

In a metric space, the reverse of Theorem 8.27 is true.

Theorem 8.29. Let $(X, d)$ be a metric space and $A \subseteq X$ sequentially compact Then $A$ is compact.

Proof. Since $A$ is sequentially compact, it is totally bounded by Proposition 8.25 Now let $\mathcal{U}=\left(U_{\lambda}\right) \lambda \in \Lambda$ be an open cover of $A$. We have to show that $\mathcal{U}$ contains a finite cover of $A$. First we show the existence of a $\delta>0$ such that for every $y \in X$ the ball $B_{\delta}(y)$ is contained in a $U_{\lambda}$.

Assume that no such $\delta$ exists. Then there exists a sequence $y=\left(y_{n}\right)_{n \in \mathbb{N}}$ such that there exists no $\lambda \in \Lambda$ with $B_{\frac{1}{1}}\left(y_{n}\right) \subseteq U_{\lambda}$. Since $A$ is sequentially compact, $y$ contains a convergent subsequence; without restriction we can assume that $y$ itself converges to some $y_{0} \in A$. Since $\mathcal{U}$ is an open cover of $A$, we can choose $\delta>0$ and $\lambda_{0} \in \Lambda$ such that $y_{0} \in B_{\delta}\left(y_{0}\right) \subseteq U_{\lambda_{0}}$. Since the sequence $y$ converges to $y_{0}$, we can choose $n$ large enough such that $d\left(y_{n}, y_{)}<\frac{\delta}{2}\right.$ and $\frac{1}{n}<\frac{\delta}{2}$, see Figure 8.3. It follows that $B_{\frac{1}{n}}\left(y_{n}\right) \subseteq B_{\delta}\left(y_{0}\right) \subseteq U_{\lambda_{0}}$.

Corollary 8.30. Every interval of the form $[a, b]$ is compact in $\mathbb{R}$ since it is sequentially compact by the Bolzano-Weierstraß theorem (Theorem 4.39).

For the proof of the Heine-Borel theorem (Theorem 8.33) we use the following two auxiliary lemmata.

Lemma 8.31 (Tube lemma). Let $K$ be compact space, $X$ a topological space, $p \in X, U \subseteq X \times K$ open in the product topology such that $\{p\} \times K \subseteq U$. Then there exists an open set $V \subseteq X$ such that $V \times K \subseteq U$.


Figure 8.4: Tube lemma (Lemma 8.31).
Proof. Let $k \in K$. Then there exist an open neighbourhood $W_{k}$ of $k$ and an open neighbourhood $V_{k}$ of $p$ such that $(p, k) \in V_{k} \times W_{k} \subseteq U$. Since $K$ is compact, there are $k_{1}, \ldots, k_{n} \in K$ such that $K \subseteq \bigcup_{j=1}^{n} W_{k_{j}}$. Let $V=\bigcap_{j=1}^{n} V_{k_{j}}$. Then $V \times K \subseteq \bigcup_{j=1}^{n}\left(V_{k_{j}} \times W_{k_{j}}\right) \subseteq U$.

Lemma 8.32. (i) The product of finitely many Hausdorff spaces is again a Hausdorff space.
(ii) The product of finitely many compact spaces is again a compact space.

Proof. It suffices to show the assertion for two topological spaces $X$ and $Y$.
(i) Assume that $X$ and $Y$ are Hausdorff spaces and let $\left(x_{1}, y_{1}\right) \neq\left(x_{2}, y_{2}\right) \subseteq X \times Y$ If $x_{1} \neq x_{2}$ then there are disjoint open neighbourhoods $U_{1}$ of $x_{1}$ and $U_{2}$ of $x_{2}$ Therefore $U_{1} \times Y$ and $U_{2} \times Y$ are disjoint neighbourhoods of $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$. I $x_{1}=x_{2}$, then $y_{1} \neq y_{2}$ and as before we can find disjoint neighbourhoods of $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.
(ii) Let $\mathcal{U}=\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ be an open cover of $X \times Y$. Let $p \in X$. Since $\{p\} \times Y$ is compact for every $p \in Y$, there exist $\lambda_{1}, \ldots, \lambda_{n}$ such that $\{p\} \times Y \subseteq \bigcup_{j=1}^{n} U_{\lambda_{j}}$. By the tube lemma there exist an open neighbourhood $V_{p}$ of $p$ such that $V_{p} \times Y \subseteq \bigcup_{j=1}^{n} U_{\lambda_{j}}$. Since $X$ is compact, it can be covered by finitely many such $V_{p}$, hence $\mathcal{U}$ contains a finite subcover of $X \times Y$.
Theorem 8.33 (Heine-Borel theorem). A subset of $\mathbb{R}^{n}$ is compact if and only if it is bounded and closed.

Proof. Let $A \subset \mathbb{R}$. If $A$ is compact, then it is bounded and closed by Theorem 8.23 Proof. Let $A \subseteq \mathbb{R}$. If $A$ is compact, then it is bounded and closed by Theorem 8.23 . cube $C=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{n}, b_{n}\right]$. By Lemma $8.32, C$ is compact, hence $A$ is compact cube $C=\left[a_{1}, b_{1}\right] \times$

Note that this equivalence is not true for an arbitrary metric space ( $X, d$ ) because the bounded metric $d^{\prime}:=\min \{1, d\}$ induces the same topology on $X$. Hence boundedness says nothing about compactness. For arbitrary metric spaces we have the following characterisation:

Theorem. Let $(X, d)$ be a metric space. A subset $A$ of $X$ is compact if and only if it is complete and totally bounded.

In the rest of this section we prove theorems for continuous functions on compact sets.

Theorem 8.34. Let $X$ a compact space, $Y$ a topological space and $f: K \rightarrow Y$ a continuous function. Then $f(X)$ is compact.
Proof. Let $\mathcal{U}=\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ be an open cover of $f(X)$. Then $\left(f^{-1}\left(U_{\lambda}\right)\right)_{\lambda \in \Lambda}$ is an open cover of $X$. Therefore there exist a finite subset $\Gamma \subseteq \Lambda$ such that $\left(f^{-1}\left(U_{\lambda}\right)\right)_{\lambda \in \Gamma}$ is an open cover of $X$. Hence $\left(U_{\lambda}\right)_{\lambda \in \Gamma}$ be an open cover of $f(X)$ subordinate to $\mathcal{U}$. $\square$ As a corollary we obtain the following theorem.

Theorem 8.35. Let $X$ a compact space, $Y$ a Hausdorff space and $f: X \rightarrow Y$ a continuous bijection. Then $f^{-1}$ is continuous.

Proof. By Theorem 8.34 and Theorem 8.23 (ii) for every closed set $A$ in $X$ the set $f(A)$ is closed in $Y$.
Note the we proved this theorem for intervals in Theorem 5.27
Theorem 8.36. Let $X$ be a non-empty compact metric space and $f: X \rightarrow \mathbb{R} a$ continuous function. Then $f$ is bounded and has a maximum and a minimum.
Proof. By Theorem 8.34, $f(X)$ is a compact subset in $\mathbb{R}$, hence it is bounded and closed. Let $M:=\sup \{f(x): x \in K\}$. Then there exists a sequence $x=\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq$ $K$ such that $f\left(x_{n}\right) \rightarrow M$ for $n \rightarrow \infty$. Since $K$ is compact, $x$ contains a convergen subsequence. Without restriction we can assume that $x$ converges to a $x_{0} \in K$. B continuity of $f$ we obtain $M=\lim _{n \rightarrow \infty} f\left(x_{n}\right)=f\left(\lim _{n \rightarrow \infty}\left(x_{n}\right)\right)=f\left(x_{0}\right)$, hence the range of $f$ has a maximum. Analogously we can show that $\mathrm{R}(f)$ has a minimum. $\square$
Theorem 8.37. Let $X, Y$ be metric spaces, $K \subseteq X$ compact and $f: X \rightarrow Y$ continuous in every point of $K$. Then $f$ is uniformly continuous on $K$.
Proof. Let $\varepsilon>0$. We have to show the existence of a $\delta>0$ such that for all $x \in X$ and $y \in K$

$$
d(x, y)<\delta \quad \Longrightarrow \quad d(f(x), f(y))<\varepsilon .
$$

Continuity of $f$ in $K$ implies that for every $y \in K$ there exists a $\delta(y)>0$ such that

$$
d(x, y)<2 \delta(y) \quad \Longrightarrow \quad d(f(x), f(y))<\varepsilon .
$$

Since $K$ is compact, there exist $y_{1}, \ldots, y_{n} \in K$ such that $\left(B_{\delta\left(y_{j}\right)}\right)_{j=1}^{n}$ is an open cover of $K$. Let $\delta=\min \left\{\delta\left(y_{j}\right): j=1, \ldots n\right\}$. If $x \in X$ such that $d(x, y)<\delta$ for some $y \in K$, then there exists a $j$ such that $d\left(x, y_{j}\right) \leq d(x, y)+d\left(y, y_{j}\right) \leq 2 \delta_{j}$ Therefore $d(f(x), f(y)) \leq d\left(f(x), f\left(y_{j}\right)\right)+d\left(f\left(y_{j}\right), f(y)\right) \leq 2 \varepsilon$.

Theorem 8.38 (Stone-Weierstraß). Let $K$ be a compact Hausdorff space and $C(K)$ the space of all real or complex valued functions on $K$ together with the supremum norm $\|\cdot\|$. Let $F \subseteq C(K)$ such that
(i) $F$ contains a constant function not equal to 0 ;
(ii) $F$ separates the points in $K$, i.e., for all $x_{1}, x_{2} \in K$ exists an $f \in F$ such that $f\left(x_{1}\right) \neq f\left(x_{2}\right)$;
(iii) if $f \in \mathbb{F}$, then also $\bar{f} \in F$ ( $\bar{f}$ denotes the complex conjugate of $f$, defined by $\bar{f}(x)=\overline{f(x)}, x \in K)$.
Then the algebra generated by $F$ is dense in $C(K)$.

### 8.3 Connected sets

Definition 8.39. A topological space $X$ is called connected if it is not the disjoint union of two non-empty open sets.

Equivalent formulations are:
(i) A topological space $X$ if it is not the disjoint union of two non-empty closed sets.
(ii) $X$ does not contain a set that is open and closed.
(iii) If $A, B \subseteq X$ are open, $A \neq \emptyset, X=A \cup B$, then $B=\emptyset$.

Theorem 8.40. Let $D \subseteq \mathbb{R}, D \neq \emptyset$. Then

$$
D \text { is connected } \quad \Longleftrightarrow \quad D \text { is an interval. }
$$

Proof. " $\Longrightarrow$ " Assume that $D$ is not an interval. Then there exist $a<x<b$ such that $a, b \in D$ and $x \notin D$. Then $D_{a}:=D \cap(-\infty, x)$ and $D_{b}:=D \cap(x, \infty)$ are open in $D$ and $D$ is the disjoint union of $D_{a}$ and $D_{b}$, therefore $D$ is not connected. " $\Longleftarrow$ " Let $D$ be an interval and $A, B \subseteq D$ open in $D$ such that $D$ is the disjoint union of $A$ and $B$. Assume that $A \neq \emptyset$. We have to show that $B$ is empty. Let

$$
f: D \rightarrow \mathbb{R}, \quad f(x)= \begin{cases}1, & x \in A, \\ 0, & x \in B .\end{cases}
$$

Obviously, $f$ is continuous. If $B \neq \emptyset$, then $\{0,1\}$ lies in the range of $f$. By the intermediate value theorem (Theorem 5.24) there exists a $p \in D$ such that $f(p)=\frac{1}{2}$,
in contradiction to the definition of $f$. in contradiction to the definition of $f$
Theorem 8.41. Let $X, Y$ be topological spaces and $f: X \rightarrow Y$ a continuous function. If $X$ is connected, then $f(X)$ is connected.
Proof. Let $U \neq \emptyset$ be subseteq of $f(X)$ such that $U$ is open and closed. We have to show that $U=f(X)$. By assumption on $U$ there exists an open set $V$ and a closed set $A$ in $Y$ such that $U=f(X) \cap V$ and $A=f(X) \cap A$. By continuity of $f$ it follows that

$$
\emptyset \neq f^{-1}(U)=\underbrace{f^{-1}(V)}_{\text {open in } X}=\underbrace{f^{-1}(A)}_{\text {closed in } X}
$$

Since $X$ is connected, it follows that $f^{-1}(U)=X$, hence $U=f(X)$.
As a corollary we obtain the generalised intermediate value theorem:
Theorem 8.42 (Intermediate value theorem). Let $X$ be a connected topological space and $f: X \rightarrow \mathbb{R}$ a continuous function. Then $f(X)$ is an interval.

Definition 8.43. A topological space $X$ is called arcwise connected if for all $x, y \in$ $X$ there exists a continuous function $f:[0,1] \rightarrow X$ such that $f(0)=x, f(1)=y$.

Theorem 8.44. An arcwise connected space is connected.
Proof. Let $X$ be a arcwise connected topological space. Assume that $X$ is no connected. Then there exist $U, V$ non-empty open subsets of $X$. Let $p \in U$ and $q \in$
$V$ and choose a continuous function $f:[0,1] \rightarrow X$ such that $f(0)=p$ and $f(1)=q$. Since $f$ is continuous, the sets $U^{\prime}=f^{-1}(U) \subseteq[0,1]$ and $V^{\prime}=f^{-1}(V) \subseteq[0,1]$ are open. Define the function

$$
g:[0,1] \rightarrow \mathbb{R}, \quad g(x)=0 \Longleftrightarrow x \in U^{\prime}, \quad g(x)=1 \Longleftrightarrow x \in V^{\prime} .
$$

Then $g$ is continuous because all preimages under $g$ are open. Since $g(0)=0$ and $g(1)=1$, the intermediate value theorem implies that there exists an $t \in[0,1]$ such that $g(t)=\frac{1}{2}$, in contradiction to the definition of $g$.

Corollary 8.45. Let $(V,\|\cdot\|)$ be a metric space, $\Omega \subseteq V$ a convex set. Then $\Omega$ is arcwise connected, in particular, it is connected.

Note that there are connected spaces that are not arcwise connected.
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## Problem Sheets

1. For sets $A, B$ and $C$ show at least two of the following statements:
(a) $A \cap(B \cup C)=(A \cap B) \cup(A \cap C)$,
(b) $A \cup(B \cap C)=(A \cup B) \cap(A \cup C)$.
(c) $A \backslash(B \cup C)=(A \backslash B) \cap(A \backslash C)$,
(d) $A \backslash(B \cap C)=(A \backslash B) \cup(A \backslash C)$.
2. (a) Find a bijection $\mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ (proof!)
(b) Show that $\mathbb{Q}$ is countable.
3. Show the following formulae:
(a) $\sum_{k=1}^{n} k^{3}=\left(\frac{n(n+1)}{2}\right)^{2}, \quad n \in \mathbb{N}$,
(b) $\sum_{k=1}^{2 n}(-1)^{k+1} \frac{1}{k}=\sum_{k=1}^{n} \frac{1}{n+k}, \quad n \in \mathbb{N}$.
4. For $n \in \mathbb{N}_{0}$ and $m \in \mathbb{N}$ let

$$
\begin{aligned}
& a(m, n):=\#\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{N}_{0}^{m}: \sum_{j=1}^{m} x_{j} \leq n\right\}, \\
& b(m, n):=\#\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{N}_{0}^{m}: \sum_{j=1}^{m} x_{j}=n\right\} .
\end{aligned}
$$

(a) Show that $a(m, n)=b(m+1, n)$ for all $m \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$.
(b) Show that $a(m, n)=\binom{n+m}{m}$ for all $m \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$.

Hint: Show $a(m, n-1)+a(m-1, n)=a(m, n)$ and use induction on $n+m$.

1. Let $(K,+, \cdot,>)$ be an ordered field and $a, x, x^{\prime}, y, y^{\prime} \in K$. Show the following statements from Corollary 3.9. Justify every step.
(iii) $x<y \Longrightarrow x+a<y+a$,
(iv) $x<y \wedge x^{\prime}<y^{\prime} \Longrightarrow x+x^{\prime}<y+y^{\prime}$,
(v) $x<y \wedge a>0 \Longrightarrow a \cdot x<a \cdot y$,
$x<y \wedge a<0 \Longrightarrow a \cdot x>a \cdot y$,
(vi) $0 \leq x<y \wedge 0 \leq x^{\prime}<y^{\prime} \Longrightarrow 0 \leq x^{\prime} \cdot x<y^{\prime} \cdot y$
(ix) $x>0 \Longrightarrow x^{-1}>0$,
(x) $0<x<y \Longrightarrow 0<y^{-1}<x^{-1}$,
(xi) $x>0 \wedge y<0 \Longrightarrow x y<0$.
2. Find the infimum and supremum of the following sets in the ordered field $\mathbb{R}$ Determine if they have a maximum and a minimum.
(a) $\left\{x \in \mathbb{R}: \exists n \in \mathbb{N} \quad x=n^{2}\right\}$,
(b) $\left\{\frac{|x|}{1+|x|}: x \in \mathbb{R}\right\}$,
(c) $\left\{x \in \mathbb{R}: \exists n \in \mathbb{N} x=\frac{1}{n}+n\left(1+(-1)^{n}\right)\right\}$,
(d) $\left\{x \in \mathbb{R}: x^{2} \leq 2\right\} \cap \mathbb{Q}$.
3. (a) For every $x \in \mathbb{R}_{+}$there exists an $n \in \mathbb{N}_{0}$ with $n \leq x<n+1$. (Proposition 3.19)
(b) Every interval in $\mathbb{R}$ contains a rational number. (Proposition 3.20).
(c) $\mathbb{Q}$ does not have the least upper bound property.
4. (a) Let $X \subset \mathbb{R}, X \neq \emptyset$, and $\xi \in \mathbb{R}$ an upper bound of $X$. Show that

$$
\xi=\sup X \quad \Longleftrightarrow \quad \forall \varepsilon \in \mathbb{R}_{+} \exists x_{\varepsilon} \in X \quad \xi-\varepsilon<x_{\varepsilon} \leq \xi
$$

What is the analogous statement for $\inf X$ ?
(b) Let $X, Y \subset \mathbb{R}$ non empty sets such that

$$
\forall x \in X \quad \exists y \in Y: y<x
$$

Does that imply $\inf Y<\inf X$ ? Proof your assertion.

1. (a) Show that for every $z \in \mathbb{C} \backslash\{0\}$ there exist exactly two numbers $\zeta_{1}, \zeta_{2} \in \mathbb{C}$ such that $\zeta_{1}^{2}=\zeta_{2}^{2}=z$.
(b) Let $a, b, c \in \mathbb{C}, a \neq 0$. Show that there exists at least one $z \in \mathbb{C}$ such that

$$
a z^{2}+b z+c=0 .
$$

2. (a) Let $(X, d), X \neq \emptyset$, be a metric space and $M \subseteq X$. Show that the following are equivalent:
(i) $M$ is bounded.
(ii) $\exists x \in X \exists r>0: M \subseteq B_{r}(x)$.
(iii) $\forall x \in X \exists r>0: M \subseteq B_{r}(x)$.
(b) For $M \subseteq \mathbb{R}$ show that $M$ is bounded as subset of the ordered field $(\mathbb{R},>)$ (Definition 1.1) if and only if $M$ is bounded as subset of the metric space $(\mathbb{R}, d)$ (Definition 4.3) where $d(x, y)=|x-y|$
3. (a) Let $(X, d), X \neq \emptyset$, be a metric space and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be sequences in $X$. Show: If there exists an $a \in X$ such that
```
\mp@subsup{\operatorname{lim}}{n->\infty}{}\mp@subsup{x}{n}{}=a=\mp@subsup{\operatorname{lim}}{n->\infty}{}\mp@subsup{y}{n}{}
```

then

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right)=0 .
$$

Is the converse also true (proof or counter example)?
(b) Let $(X, d)$ be a metric space and $\rho: \mathbb{N} \rightarrow \mathbb{N}$ a bijection. Show: If $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq$ $X$ converges, then $\left(x_{\rho(n)}\right)_{n \in \mathbb{N}} \subseteq X$ converges and has the same limit.
4. (a) Let $x_{n}=\sqrt{1+n^{-1}}, n \in \mathbb{N}$. Show that $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathbb{R}$
(b) Do the following sequences in $\mathbb{R}$ converge? If so, find the limit. Prove your assertions.
(i) $\left(a_{n}\right)_{n \in \mathbb{N}}$ with $a_{n}=\frac{2^{n}}{n!}, \quad n \in \mathbb{N}$,
(ii) $\left(b_{n}\right)_{n \in \mathbb{N}}$ with $b_{n}=\sqrt{1+n^{-1}+n^{-2}}, \quad n \in \mathbb{N}$,
(iii) $\left(d_{n}\right)_{n \in \mathbb{N}}$ with $d_{n}=\sqrt{n^{2}+n+1}-n, \quad n \in \mathbb{N}$,

## Sequences

1. Let $q \in \mathbb{R}_{+}$and $x_{n}:=\sqrt[n]{q}, y_{n}:=\sqrt[n]{n}, n \in \mathbb{N}$. Do the sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ converge? If so, find the limit.
2. Let $\left(a_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ be a sequence such that $a_{n} \neq 0$ for all $n \in \mathbb{N}$. Show or find counterexample:

$$
\begin{array}{ll}
\text { (i)If there exists an } N \in \mathbb{N} \text { and } q \in & \begin{array}{r}
\text { (ii) If there exists an } N \in \mathbb{N} \text { and } q \in \\
\mathbb{R}, q \leq 1, \text { such that } \\
\mathbb{R}, q<1 \text {, such that } \\
\left|\frac{a_{n+1}}{a_{n}}\right| \leq q, \quad n \in \mathbb{N}, n \geq N,
\end{array} \\
\text { then } \lim _{n \rightarrow \infty} a_{n}=0 . & \left|\frac{a_{n+1}}{a_{n}}\right|<q, \quad n \in \mathbb{N}, n \geq N, \\
\text { then } \lim _{n \rightarrow \infty} a_{n}=0 .
\end{array}
$$

3. The Fibonacci sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ is defined recursively by

$$
a_{0}=1, \quad a_{1}=1, \quad a_{n+1}=a_{n}+a_{n-1}, \quad n \in \mathbb{N}
$$

Moreover, let $\sigma<\tau$ be the solutions of $x^{2}-x-1=0$ and

$$
x_{n}=\frac{a_{n+1}}{a_{n}}, \quad n \in \mathbb{N} .
$$

(a) Show that $\left(a_{n}\right)_{n \in \mathbb{N}}$ does not converge in $\mathbb{R}$
(b) $a_{n}=\frac{1}{\sqrt{5}}\left(\tau^{n+1}-\sigma^{n+1}\right), \quad n \in \mathbb{N}$.
(c) $\lim _{n \rightarrow \infty} x_{n}=\tau$
4. If it exists, find the value of

$$
1+\frac{1}{1+\frac{1}{1+\frac{1}{1+\ldots}}},
$$

i. e. the limit of the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ with

$$
x_{1}:=1 \quad \text { and } \quad x_{n+1}:=1+\frac{1}{x_{n}}, n \geq 1 .
$$

## limsup; Euler number; Cauchy's condensation test.

1. Let $\left(a_{n}\right)_{n \in \mathbb{N}}$ be a sequence in a normed space and $\left(b_{n}\right)_{n \in \mathbb{N}}$ be defined by

$$
b_{n}:=\frac{1}{n} \sum_{k=1}^{n} a_{k} .
$$

Show or find a counterexample:
(a) $\left(a_{n}\right)_{n \in \mathbb{N}}$ converges $\Longrightarrow\left(b_{n}\right)_{n \in \mathbb{N}}$ converges.
(b) $\left(b_{n}\right)_{n \in \mathbb{N}}$ converges $\Longrightarrow\left(a_{n}\right)_{n \in \mathbb{N}}$ converges.
2. (a) Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ and define sequences $\left(y_{k}\right)_{k \in \mathbb{N}},\left(z_{k}\right)_{k \in \mathbb{N}}$ in $\mathbb{R} \cup\{ \pm \infty\}$ by

$$
y_{k}:=\sup \left\{x_{n}: n \geq k\right\}, \quad z_{k}:=\inf \left\{x_{n}: n \geq k\right\}, \quad k \in \mathbb{N} .
$$

Show that $\left(y_{k}\right)_{k \in \mathbb{N}}$ and $\left(z_{k}\right)_{k \in \mathbb{N}}$ converge in $\mathbb{R} \cup\{ \pm \infty\}$ and that

$$
\lim _{k \rightarrow \infty} y_{k}=\lim \sup x_{n}, \quad \lim _{k \rightarrow \infty} z_{k}=\lim \inf x_{n} .
$$

(b) Find a sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ such that
$\inf \left\{a_{n}: n \in \mathbb{N}\right\}<\liminf \left\{a_{n}: n \in \mathbb{N}\right\}<\lim \sup \left\{a_{n}: n \in \mathbb{N}\right\}<\sup \left\{a_{n}: n \in \mathbb{N}\right\}$
In this case, must the set $\left\{a_{n}: n \in \mathbb{N}\right\}$ have a maximum?
3. Cauchy's condensation test.
(a) For a monotonically decreasing sequence $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}_{+}^{0}$ show

$$
\sum_{n \in \mathbb{N}} a_{n} \text { converges } \Longleftrightarrow \sum_{n \in \mathbb{N}} 2^{n} a_{2^{n}} \text { converges. }
$$

(b) Do the series $\sum_{n=1}^{\infty}\left(n \log _{2} n\right)^{-1}$ and $\sum_{n=1}^{\infty} \frac{\sqrt{n+1}-\sqrt{n}}{n}$ converge? Prove your answer. (Use what you know from the calculus courses about the logarithm.)
4. The Euler number

For $n \in \mathbb{N}$ let $a_{n}:=\left(1+\frac{1}{n}\right)^{n}$ and $s_{n}:=\sum_{k=0}^{\infty} \frac{1}{k!}$.
(a) Show that $2^{k}<k$ ! for all $k \geq 4$ and that

$$
1 \leq\left(1+\frac{1}{n}\right)^{n} \leq \sum_{k=0}^{n} \frac{1}{k!}<3, \quad n \in \mathbb{N}
$$

(b) Show that the sequences $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(s_{n}\right)_{n \in \mathbb{N}}$ converge.
(c) Show that

$$
\mathrm{e}:=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=\sum_{k=0}^{\infty} \frac{1}{k!}, \quad n \in \mathbb{N} .
$$

1. Find the 5 -adic and 7 -adic fraction of $\frac{1}{5}$. Prove your assertion.
2. Do the following series converge? Prove your answer.
(a) $\sum_{n=1}^{\infty} \frac{(n!)^{2}}{(2 n)!}$,
(b) $\sum_{n=1}^{\infty}\left(\frac{n}{n+1}\right)^{n^{2}}$,
(c) $\sum_{n=2}^{\infty} b_{n}, \quad$ where $b_{2 m}:=\frac{1}{(2 m)^{2}}, b_{2 m+1}=-\frac{1}{2 m}$,
(d) $\quad \sum_{n=1}^{\infty}\left(a+\frac{1}{n}\right)^{n} \quad$ where $a \in \mathbb{R}$.
3. (a) For $n \in \mathbb{N}$ let $a_{n}:=b_{n}:=\frac{(-1)^{n}}{\sqrt{n+1}}$ and $c_{n}:=\sum_{k=0}^{n} a_{k} b_{n-k}$. Show that $\sum_{n=0}^{\infty} a_{n}$ converges, but $\sum_{n=0}^{\infty} c_{n}$ diverges.
(b) Let $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ monotonically decreasing such $\sum_{n=1}^{\infty} a_{n}$ converges in $\mathbb{R}$. Show that

$$
\lim _{n \rightarrow \infty} n a_{n}=0 .
$$

4. A snail sits on one end of a 10 m long rubber band. Every day it moves 1 m in direction of the other end. In the night, when it rests, a demon stretches the band uniformely so that its lengths increases 10 m . Will the snail ever reach the other end?
5. For $j=1, \ldots, n$ let $\left(X_{j},\|\cdot\|_{j}\right)$ be normed spaces over $\mathbb{K}$ where $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$ Recall that $\left(X_{1} \times \cdots \times X_{n},\|\cdot\|\right)$ with

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|:=\left\|x_{1}\right\|+\cdots+\left\|x_{n}\right\|
$$

is a normed space over $\mathbb{K}$
(a) Show that for all $j=1, \ldots, n$ the projection $\mathrm{pr}_{j}$ is continuous where

$$
\operatorname{pr}_{j}: X_{1} \times \cdots \times X_{n} \rightarrow X_{j}, \quad\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{j} .
$$

(b) Let $f=\left(f_{1}, \ldots, f_{n}\right): V \rightarrow X_{1} \times \cdots X_{n}$ where $V$ is a normed space (that is $f_{j}: V \rightarrow X_{j}$ and $\left.f(v)=\left(f_{1}(v), \ldots, f_{n}(v)\right)\right)$. Show that $f$ is continuous if and only if every $f_{j}$ is continuous
(c) Let $X$ be a normed space, $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, and $f: \mathcal{D}_{f} \rightarrow \mathbb{K}, \quad g: \mathcal{D}_{q} \rightarrow \mathbb{K}$ continuous. Let $\mathcal{D}_{f g}=\mathcal{D}_{f} \cap \mathcal{D}_{g}$. Then $f g: \mathcal{D}_{f g} \rightarrow \mathbb{K}, \quad(f g)(x)=f(x) g(x)$ is continuous. If $g(x) \neq 0, x \in \mathcal{D}_{f g}$, then $\frac{f}{g}: \mathcal{D}_{f g} \rightarrow \mathbb{K}, \frac{f}{g}(x)=\frac{f(x)}{g(x)}$ is continuous.
2. Proof the Cauchy criterion (Theorem 5.15):

Let $\left(X, d_{X}\right),\left(Y, d_{Y}\right)$ be metric spaces, $Y$ complete, $f: X \supseteq \mathcal{D} \rightarrow Y$ a function and $x_{0}$ a limit point of $\mathcal{D}$. Then $f$ has a limit in $x_{0}$ if and only if

$$
\begin{aligned}
& \forall \varepsilon>0 \exists \delta>0 \forall x, y \in D_{f}: \\
& \quad\left(0<d_{X}\left(x, x_{0}\right)<\delta \wedge 0<d_{X}\left(y, x_{0}\right)<\delta \Longrightarrow d_{Y}(f(x), f(y))<\varepsilon\right) .
\end{aligned}
$$

3. Let ( $X, d$ ) be a metric space and $f, g: X \rightarrow \mathbb{R}$ continuous functions. Show that the following functions are continuous:

$$
\begin{array}{ll}
S: X \rightarrow \mathbb{R}, & S(x):=\min \{f(x), g(x)\}, \\
T: X \rightarrow \mathbb{R}, & T(x):=\max \{f(x), g(x)\} .
\end{array}
$$

4. Where are the following functions are continuous? Proof your answer.
(a) $f:[0, \infty) \rightarrow \mathbb{R}, \quad x \mapsto \sqrt{x}$,
(b) $g: \mathbb{C} \rightarrow \mathbb{R}, \quad z \mapsto\left|z+\bar{z}^{2}\right|$,
(c) $h:[-1,1] \cup\{2\} \rightarrow \mathbb{R}, \quad x \mapsto \begin{cases}-\sqrt{-x}, & -1 \leq x \leq 0, \\ \sqrt{x}, & 0<x \leq 1, \\ x, & x=2 .\end{cases}$
(d) $D: \mathbb{R} \rightarrow \mathbb{R}, \quad D(x):= \begin{cases}1, & x \in \mathbb{Q}, \\ 0, & x \in \mathbb{R} \backslash \mathbb{Q},\end{cases}$

Hint: Show that $\mathbb{R} \backslash \mathbb{Q}$ is dense in $\mathbb{R}$, that is, for every $x \in \mathbb{R}$ there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R} \backslash \mathbb{Q}$ such that $\lim _{n \rightarrow \infty} x_{n}=x$.

1. Prove Theorem 5.26 and Theorem 5.27:

Let $I=(a, b)$ a nonempty real interval and $f: I \rightarrow \mathbb{R}$ a function.
(a) Assume that $f$ is continuous. Then $f$ is injective if and only if $f$ is strictly monotonic.
(b) If $f$ is strictly monotonically increasing or decreasing, then it is invertible and its inverse $f^{-1}: f(I) \rightarrow \mathbb{R}$ is continuous.
2. Show that $f:[0, \infty) \rightarrow \mathbb{R}, x \mapsto \sqrt{x}$, is uniformly continuous but not Lipschitz continuous.
3. Do the following sequences of functions converge pointwise? Do they converge uniformely? If they converge, find the limit function.
(a) $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)= \begin{cases}n^{2} x, & 0 \leq x \leq \frac{1}{n}, \\ 2 n-n^{2} x, & \frac{1}{n}<x \leq \frac{2}{n}, \\ 0, & \text { else. }\end{cases}$
(b) $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)=\frac{n x}{1+n x^{2}}$,
(c) $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)=\frac{n x}{1+n^{2} x^{2}}$
(d) $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad f_{n}(x)=\frac{n^{2} x}{1+n x}$.
4. Let $\mathcal{D} \subseteq \mathbb{R}, f: \mathcal{D} \rightarrow \mathbb{R}$ a function and $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R} \backslash\{0\}$ a sequence that converges to 0 . Define $f_{n}: \mathcal{D} \rightarrow \mathbb{R}$ by $f_{n}(x)=a_{n} f(x), x \in \mathcal{D}$.
(a) $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges pointwise to $g: \mathcal{D} \rightarrow \mathbb{R}, g(x)=0$
(b) $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformely if and only if $f$ is bounded on $\mathcal{D}$

1. Find the radius of convergence of
i) $\sum_{n=1}^{\infty} \frac{(-1)^{n}(2 z)^{n}}{n}$,
ii) $\sum_{n=1}^{\infty} \frac{n!}{n^{n}} z^{n}$,
iii) $\sum_{n=1}^{\infty}(\sqrt{n}-1)^{n} z^{n}$,
iv) $\sum_{n=1}^{\infty} \frac{8^{n} z^{3 n}}{3^{n}}$.
2. Show that the following functions are differentiable and find the derivative Prove your assertions.
(a) $w: \mathbb{R}_{+} \rightarrow \mathbb{R}, x \mapsto \sqrt{x}$,
(b) $\varphi: \mathbb{R} \rightarrow \mathbb{R}, \varphi(x):=\ln (|f(x)|)$, where $f: \mathbb{R} \rightarrow \mathbb{R}$ is differentiable and $f(x) \neq 0$ for all $x \in \mathbb{R}$.
(c) $\cos : \mathbb{R} \rightarrow \mathbb{R}, \quad \sin : \mathbb{R} \rightarrow \mathbb{R}$,

Hint. Prove Euler's formula (Theorem 5.51):

$$
\exp (\mathrm{i} z)=\cos (z)+\mathrm{i} \sin (z)
$$

3. Show the following properties of the exponential function (Theorem 5.50):
(a) $\exp (\bar{z})=\overline{\exp (z)}, \quad z \in \mathbb{C}$,
(b) $\exp (z+w)=\exp (z) \exp (w), \quad z, w \in \mathbb{C}$
(c) $\exp (n)=\mathrm{e}^{n}, \quad n \in \mathbb{Z}$,
(d) $\exp (z) \neq 0, \quad z \in \mathbb{C}$,
(e) $|\exp (\mathrm{i} x)|=1 \Longleftrightarrow x \in \mathbb{R}$.
4. (a) Show the following identities for $x, y \in \mathbb{C}$ :
(i) $\sin ^{2}(x)+\cos ^{2}(x)=1$.
(ii) $\sin (x+y)=\cos (x) \sin (y)+\cos (y) \sin (x)$,
(iii) $\cos (x+y)=\cos (x) \cos (y)-\sin (x) \sin (y)$,
(b) Show that $\left\{x \in \mathbb{R}_{+}: \cos x=0\right\} \neq \emptyset$.

Let $\pi:=2 \cdot \inf \left\{x \in \mathbb{R}_{+}: \cos x=0\right\}$.
(c) For $x \in \mathbb{R}$ show:
(i) $\sin x=0 \quad \Longleftrightarrow \quad \exists k \in \mathbb{Z} \quad x=k \pi$.
(ii) $\quad \cos x=0 \quad \Longleftrightarrow \quad \exists k \in \mathbb{Z} \quad \begin{aligned} & x=k \pi+\frac{\pi}{2} .\end{aligned}$

Hint. Without proof you can use

$$
1-\frac{x^{2}}{2} \leq \cos x \leq 1-\frac{x^{2}}{2}+\frac{x^{4}}{24}, \quad x \in(0,3] .
$$

## Differentiation; exponential functions.

1. For $k \in \mathbb{N}$ let $f_{k}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
f_{k}(x):= \begin{cases}x^{k} \sin \frac{1}{x}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

For which $k$ is $f_{k}$ differentiable? For which $k$ is $f_{k}$ continuously differentiable?
2. Let $f:[a, b] \rightarrow[a, b]$ be continuous and differentiable in $(a, b)$ with $f^{\prime}(x) \neq 1$, $x \in(a, b)$. Show that there exists exactly one $p \in[a, b]$ such that $f(p)=p$.
3. (a) Darboux's Theorem. Let $f: \mathcal{D} \rightarrow \mathbb{R}$ be a differentiable function of the nonempty interval $\mathcal{D}=(a, b) \subseteq \mathbb{R}$. Show that for every $q \in \mathbb{R}$ with

$$
\inf \left\{f^{\prime}(x): x \in \mathcal{D}\right\}<q<\sup \left\{f^{\prime}(x): x \in \mathcal{D}\right\} .
$$

there exists a $c \in(a, b)$ such that $f^{\prime}(c)=q$
(b) Let $\mathcal{D}=(a, b)$ a nonempty interval and $f: \mathcal{D} \rightarrow \mathbb{R}$ a differentiable function with an isolated global minimum at $x_{0} \in \mathcal{D}$. Is the following statement true:
There exist $c, d \in(a, b)$ such that $c<x_{0}<d$ and $f^{\prime}(x) \leq 0, x \in\left(c, x_{0}\right)$ and $f^{\prime}(x) \geq 0, x \in\left(x_{0}, d\right)$.
4. Exponential functions. For fixed $a \in \mathbb{R}^{+}=(0, \infty)$ define the function

$$
p_{a}: \mathbb{C} \rightarrow \mathbb{C}, \quad p_{a}(z)=\exp (z \ln (a))
$$

(a) For $a \in \mathbb{R}^{+}$and $q \in \mathbb{Q}$ show

$$
\begin{equation*}
p_{a}(q)=a^{q} . \tag{*}
\end{equation*}
$$

(b) Show that $p_{a}$ is differentiable and find its derivative.

Recall. For $a \in \mathbb{R}^{+}$and $n \in \mathbb{N}$ we have defined

$$
a^{n}:=\prod_{n=1}^{n} a, \quad a^{0}:=1, \quad a^{\frac{1}{n}}:=\text { unique positive solution of } x^{n}=a .
$$

Therefore $a^{q}:=\left(\left(a^{\sigma}\right)^{\frac{1}{m}}\right)^{n}$ is defined for all $q=\frac{\sigma n}{m} \in \mathbb{Q}$ with $m \in \mathbb{N}, n \in \mathbb{N}_{0}, \sigma \in\{ \pm 1\}$.
Remark. Because of the identity (*) one defines

$$
a^{z}:=\exp (z \ln (a)), \quad a \in \mathbb{R}^{+}, z \in \mathbb{C} .
$$

## I'Hospital; local and global extrema; Riemann integration

1. (a) Find all local and global extrema of

$$
f:[0, \infty) \rightarrow \mathbb{R}, \quad f(x)=\frac{2 \sin x}{2-\cos ^{2} x}
$$

(b) Find the following limits if they exist:
(a) $\lim _{x \rightarrow \infty}\left(x-\sqrt[3]{x^{3}-x^{2}+1}\right)$,
(b) $\lim _{a \rightarrow \infty}\left(1+\frac{x}{a}\right)^{a}$.
2. (a) Let $\left(a_{n}\right)_{n \in \mathbb{N}} \subseteq \mathbb{R}$ and suppose that $a_{n} \geq 0$ for all $n \in \mathbb{N}$. Show:

$$
\sum_{k=1}^{\infty} a_{n} \text { converges } \Longrightarrow \sum_{k=1}^{\infty} \frac{\sqrt{a_{n}}}{n} \text { converges. }
$$

(b) (Theorem 6.45 (iii)) Let $a<c<b \in \mathbb{R}$ and $f:[a, b] \rightarrow \mathbb{R}$ a bounded function. Show that $f$ is Riemann integrable if and only if the restrictions $f_{1}:=\left.f\right|_{[a, c]}$ and $f_{2}:=\left.f\right|_{[c, b]}$ are so and that in this case

$$
\int_{a}^{b} f \mathrm{~d} x=\int_{a}^{c} f_{1} \mathrm{~d} x+\int_{c}^{b} f_{2} \mathrm{~d} x
$$

3. Let $a \in \mathbb{R}_{+}$and let $f: \mathbb{R} \rightarrow \mathbb{R}, f=\exp$. Use Riemann sums $s(f, P)$ and $S(f, P)$ to find $\int_{0}^{a} \exp (x) \mathrm{d} x$
4. (a) Does the improper integral $\int_{0}^{\infty} \frac{\sin t}{t} \mathrm{~d} t$ exist?
(b) Does $\int_{0}^{1} D(t) \mathrm{d} t$ exist, where $D$ is the Dirichlet function

$$
D:[0,1] \rightarrow \mathbb{R}, \quad D(t)= \begin{cases}1 & \text { if } x \in \mathbb{Q} \cap[0,1], \\ 0 & \text { if } x \in[0,1] \backslash \mathbb{Q} .\end{cases}
$$

## Differentiation; integration; power series

1. (a) Find $\lim _{n \rightarrow \infty} \sqrt[n]{n!}$
(b) Find $\lim _{n \rightarrow \infty} \frac{1}{n} \sqrt[n]{n!}$.
2. For $n \in \mathbb{N}$ define

$$
f_{n}:(0, \infty) \rightarrow \mathbb{R}, \quad f_{n}(x)=2 n(\sqrt[n]{2 x}-1)
$$

(a) Find the pointwise limit of $\left(f_{n}\right)_{n \in \mathbb{N}}$.
(b) Show that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformly on every compact interval in $(0, \infty)$.
(c) Does $\left(f_{n}\right)_{n \in \mathbb{N}}$ converge uniformly in $(0, \infty)$ ?

Hint. Write $f_{n}$ as an integral.
3. (a) Use power series to find

$$
\sum_{n=1}^{\infty} \frac{n}{3^{n-1}}, \quad \quad \sum_{n=1}^{\infty} \frac{n}{(n+1)!}
$$

(b) Find the power series representation of arctan at 0 and show that

$$
\frac{\pi}{4}=\sum_{n=0}^{\infty} \frac{(-)^{n}}{2 n+1}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7} \pm \cdots
$$

4. Recall that $\left(C([0,1]),\|\cdot\|_{\infty}\right)$ is a Banach space. Show that

$$
T: C([0,1]) \rightarrow \mathbb{C}, \quad f \mapsto \int_{0}^{1} f \mathrm{~d} x
$$

is a bounded linear map and find $\|T\|$. Show that $T$ is continuous. Is it differentiable? If so, find its derivative.

## Taylor polynomials and series.

1. Let $I \subset \mathbb{R}$ be an interval, $p \in I, n \in \mathbb{N}_{0}$ and $f \in C^{n}(I, \mathbb{C})$. Let $P$ be a polynomial of degree $\leq n$ such that

$$
P^{[k]}(p)=f^{[k]}(p), \quad k=0,1, \ldots, n .
$$

Show that $P=j_{p}^{n} f$ where $j_{p}^{n} f$ is the $n$th Taylor polynomial of $f$ in $p$.
2. (a) Find the Taylor series at $p=2$ and determine its radius of convergence of

$$
f(x)=\frac{1}{(x-3)(x-5)}
$$

(b) Find the limit (without using l'Hospital's rule)

$$
\lim _{x \rightarrow 0} \frac{x-\sin x}{\mathrm{e}^{x}-1-x-x^{2} / 2}
$$

3. (a) Let $f:\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \longrightarrow \mathbb{R}, f(x)=-\ln (\cos x)$. Show that

$$
\left|f(x)-\frac{x^{2}}{2}\right| \leq \frac{2}{3}|x|^{3}, \quad x \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right] .
$$

4. (a) Show that the following function is arbitrarily often differentiable and find its Taylor series at 0 . What is its radius of convergence? Where is the Taylor series equal to $\varphi$ ?

$$
\varphi: \mathbb{R} \rightarrow \mathbb{R}, \quad \varphi(x)= \begin{cases}\exp \left(-x^{-2}\right), & x \neq 0, \\ 0, & x=0 .\end{cases}
$$

(b) Show that the following function is arbitrarily often differentiable and find its Taylor series at 0 . What is its radius of convergence?

$$
g: \mathbb{R} \rightarrow \mathbb{R}, \quad g(x)=\sum_{n=0}^{\infty} \frac{\cos \left(n^{2} x\right)}{2^{n}}
$$

## Problem Sheet 14

## Basic Topology.

1. If $f:[-1,1] \rightarrow \mathbb{R}$ is continuous, then

$$
\lim _{t \rightarrow 0} \int_{-1}^{1} \frac{t}{t^{2}+x^{2}} f(x) \mathrm{d} x=\pi f(0)
$$

2. Let ( $X, d$ ) a metric space and define $\mathcal{O} \subseteq \mathbb{P} X$ by

$$
U \in \mathcal{O} \quad: \Longleftrightarrow \quad \forall p \in U \quad \exists \varepsilon>0 \quad B_{\varepsilon}(p) \subseteq U
$$

Show that $(X, \mathcal{O})$ is a topological space with the Hausdorff property.
Show that for $r>0$ and $a \in X$ the open ball $B_{r}(a)$ is open and the closed ball $K_{r}(a)$ is closed. Let $S_{r}(a):=\{x \in X: d(x, a)=r\}$. Show that

$$
\begin{equation*}
\partial B_{r}(a) \subseteq S_{r}(a) \quad \text { and } \quad \overline{B_{r}(a)} \subseteq K_{r}(a) \tag{*}
\end{equation*}
$$

Is equality in (*) true?
3. (a) Find the interior and the closure of

$$
M:=\left\{\left(x, \sin x^{-1}\right): x \in \mathbb{R} \backslash\{0\}\right\} \subseteq \mathbb{R}^{2} .
$$

(b) Let $(X, \mathcal{O})$ be topological space and $M \subseteq X$. Can $(\partial M)^{\circ}=\emptyset$ be concluded?
4. Show that every open subset of $\mathbb{R}$ is the disjoint union of at most countably many open intervals.
5. Let $K, A \subseteq \mathbb{R}^{n}$ such that $K$ is compact and $A$ is closed. Then there are $p \in K$ and $a \in A$ such that

$$
|p-a| \leq|q-x|, \quad q \in K, x \in A .
$$
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| $\subseteq, 8$ | $f_{4}, 10$ |
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| <, 24 | $\tan , 96$ |
| >, 24 |  |
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| $\\|\cdot\\|_{\infty}, 76$ | absolutely convergent, 53 |
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| \\| • \|, 39 | almost all, 35 |
| \| $\cdot 1$ \|, 25, 30 | analytic function, 121 |
| $\binom{n}{k}, 18$ | antiderivative, 109 |
| $(n, k), 18$ | Archimedean property, 27, 61 |
| inf, 9 | arcwise connected, 138 |
| $\lim _{n \rightarrow \infty}, 48$ | axiom, Peano, 13 |
| liminf, limsup, 48 |  |
| max, 9 | ball, 34, 129 |
| min, 9 | Banach space, 40 |
| sup, 9 | Bernoulli's inequality, 26 |
| C, complex field, 29 | bijective, 10 |
| $\mathbb{F}_{+}=\{x>0\}, \mathbb{F}_{+}^{0}=\{x \geq 0\}, 25$ | binomial coefficients, 18, 118 |
| $\mathbb{N}=\{1,2, \ldots\}, 13$ | binomial expansion, 19 |
| $\mathbb{P}(N), 8$ | bound |
| $\mathbb{Q}, 21$ | lower, upper, 9 |
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## bounded

unded function, 7
bounded sequence, 3
bounded set, 34
Cantor's construction of $\mathbb{R}, 60$ Cartesian product, 8
Cauchy criterion for series, 49
Cauchy product, 57
Cauchy sequence, 36,39
Cauchy's condensation test, 148
Cauchy-Schwarz inequality, 100
chain rule, 87
cluster value of a sequence, 47
sequentially, 13
sequentially, 13
comparison test, 54
complete metric space, 37
completeness property, 27
complex conjugation,
complex number
concave function, 98
consectertion, 98
connected, 138
continuous, 63
Lipschitz, 65
Lipschitz, 65
uniformly, 73
continuously differentiable, 88
convergent, 35, 39, 49
absolutely, 53
absolutely, 53
conditionally, 53
pointwise, 74
pointwise, 74
uniformly, 75
uniformly, 75
nvex function, 98
convex function,
cos, see cosine
cosine, $81,96,15$
critical point, 95,96
Dedekind completeness, 27
de Morgan's laws, 131
diameter of a set, 34
difference quotient, 83
differentiable, 83,89
from the right, left, 87
differential, 85
Dirac sequence, 124
Dirichlet function, 65, 154
discrete metric, 34
discrete topology, 130
disjoint, 8
distance, 33
distributivity, 22
divergent, 35,44
domain of a function, 10
e, 46, 59, 148
equivalence relation, 60
Euclidean algorithm, 14
Euclidean metric, 34
Euclidean norm, 40
Euler number, 46
Euler's formula, 81
Euler's number, 59
exp, see exponential function
exponential function, $80,152,153$ extension of a function, 10
factorial, 17
Fibonacci sequence, 35
field
ordered, 24
Fréchet differentiable, 89
function, 9
analytic, 121
bounded, 70
bounded, 70
concave, convex, 98
continuous, 132
extension, 10
inverse, 10
linear, 88
restriction, 10
fundamental theorem of calculus, 109
generalised mean value theorem, 96
geometric series, 50
global extremum, 93
global maximum, minimum, 93
graph, 10
greatest lower bound, 9
Hölder inequality, 99
harmonic series, 50
Hausdorff space, 130
Heaviside function, 64
Heavis--Borel theorem, 136
higher order derivatives, 88
image, 10
improper integral, 110
induction principle, 14
inequality
Bernoulli's ~, 26
Cauchy-Schwarz, 100
Hölder, 99
Minkowski, 100
triangle, 26
Young, 99
infimum, 9
injective, 10
inner product, 100
integral
improper, 110
Riemann, 103
Riemann-Stieltjes, 103
integral test for series, 112
integration by parts, 110
Intermediate value theorem, 71, 138
Intermediate value theorem of integra-
tion, 108
interval, 28
inverse function, 10
Inverse function theorem, 95
isolated extremum, 93
jet, 116
Landau symbols, 117
least upper bound, 9
least-upper-bound-property, 61
Leibniz criterion, 51
emma
Sandwich, 45
limes inferior, superior, 48
limit, 48
one-sided, 69
limit of a function, 68
linear map, 88
Lipschitz continuous, 65
ln, 82
local extremum, 93
ocal maximum, minimum, 93
locally Riemann integrable, 110
logarithm, 82
mapping,
maximum
of a function, 93
of a set, 9
mean value theorem, 91
metric, 33
discrete, 34
Euclidean, 34
metric space, 33,37
minimum

$$
\text { of a function, } 93
$$

of a set, 9
Minkowski inequality, 100
modulus, 25
multi-index, 67
multiplication, 22
natural number, 13

```
neighbourhood, 130
norm, 39
    Euclidean, 40
    supremum, 7
normed space, 39
one-sided limit, }6
one-to-one, 10
open cover, 133
order, 24
order axioms, 24
ordered set, }
partial sum, 49
partition, }10
Peano axioms, 13
permutation, }1
pointwise convergent, }7
polynomial,}6
power series,
power set,8
product topology, 133
radius of convergence, }7
range, }1
ratio test, 55
rational function, 67
rearrangement, 55
rearrangement theorem, 56
rearrangement th
refinement,
restriction of a function,
Riemann integral, 103
Riemann rearrangement theorem,58
Riemann zeta function, 54, 112
Riemann-Stieltjes integral, 103
Rolle's theorem, 91
root, 28, 45
root, 28,45
Sandwich lemma, 45
sequence, 34
    bounded, 35
    Cauchy, 36, 39
    convergent, 35, 39
    Fibonacci, 35
sequentially compact, 134
series,49
    alternating, 51
    geometric, 50
    harmonic, 50
    integral test,112
set
```

bounded, 9
ordered $\sim, 9$
sin, see sine
sine, $81,96,152$
space
topological, 130
subsequence, 37
subspace topology, 130
successor, 13
supremum, 9
supremum norm, 76
surjective, 10
$\tan , 96$
Taylor polynomial, 116
theorem
Bolzano-Weierstraß 47
Darboux, 153
fundamental theorem of calculus, 109 generalised mean value, 96
Heine-Borel, 136
intermediate value theorem, 71, 138
intermediate value
rearrangement, 56
Riemann rearrangement, 58
Rolle, 91
Weierstraß approximation theorem,

$$
\text { well-ordering principle, } 14
$$

topological space, 130
totally bounded, 134
transformation formula, 108
triangle inequality, 26
trivial topology, 13
tube lemma, 135
uniformly continuous, 73
uniformly convergent, 75
vector space, 38
Weierstraß approximation theorem, 127
Weierstraß criterion, 77
Weierstraß function, 85
well-ordering principle, 14
Young inequality, 99
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