
We have observed that,  for a number of neurons bigger than 3, 
the mean normalized MI between pairs of neurons is 

significantly  lower than the normalized global MI (all neurons), 
on a particular layer and  during  the entire learning process. 

Besides, as the FCNN learns, the mean local MI
tends to decrease whereas the

global MI tends to increase.
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FULLY CONNECTED NEURAL NETWORK (FCNN)
An artificial neural network (ANN) is a group of connected processors that produce a
sequence of real-valued activations in a way that is analogous to the brain. It is one of
the most wide-spread approaches in Machine Learning (ML) community and it has
showed a good performance in diverse classification tasks, such as chemical
reactivity, imaging identification, language translation, protein structure, among
others. In general terms, the structure of an ANN consists of an input and an output
layer of neurons, and a certain number of hidden layers in between. In analogy to its
biological counterparts,

INFORMATION THEORY

METHODOLOGY

The information theory is the study of the value of the information and the process of its
communication. Nowadays, it is one of the most versatile theory with implications from
the mechanical statistics to the financial world. Its more important quantity is the
entropy, H, which describe the amount of data a stochastic source of data can generate.

RESULTS
We trained FCNN of one layer of N neurons
with a sigmoid activation function for the
classification of handwritten numbers from 0
to 9 with a classification based on a softmax
function and a optimizer type Adam in
TensorFlow.

We also calculated MI and eva-

luated parameters of the FCCN 

through the training process. In order 

to evaluate the proficiency of the algorithm

We calculated local IMN (pairwise) and global IMN (all
the neurons) assuming that the neurons were a
switch with a 0.5 threshold , and analyze how this two
quantities were related.
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The mutual information,(MI)  between two or more quantities stablish how much 
information you can obtain about one quantity if you know the other one. This 

two quantities are extremely correlated and let us stablish how much 
redundant is a quantity in terms of the other. This quantity has 

implications from RNA sequencing to stastical mechanics 

In biological studies, it has been found
that weak correlations among pairs of neurons coexist with

strong correlations in the states of population as a whole.
In the present study we aimed to answer the question :

¿Does the FCNN behave in a 
similar way?

No. neurons = 3

No. neurons = 16No. neurons = 16

Schneidman et al. found the importance of high order interactions in the 
neural network of retina cells of larval Ambystoma tigrinum , which 
works with a weak pairwise correlation and a strong global 
correlation.

ANNs possess their own axon
connections: the neural weights. Every
weight is a number that accomplishes the
task of representing the connection
between two pairs of neurons, by relating
mathematically the output of one, to the
input of the other. The basis of the
learning process of an ANN is, in part, to
optimize the values of those numbers.

From: https://bit.ly/2HZEGa7

Here we show two graphs (a and b) to evidence the different behavior from a local (pairwise)
versus a global perspective in two different layers: one composed by 3 neurons and the other by 16.
Also, the (c) graph aims to show that mutual information obeys the same comportment for different
switch thresholds. Finally, d and e graphs show that between all possible pairs of neurons in a
particular layer, there is one pair that has a significantly bigger value of MI, which suggests the
redundancy of one neuron on the layer
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